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iFly 6" Framework programme Deliverable 2.1

Abstract

The present report is the first deliverable of Wé&xkckage 2 of iFly project. The report
begins the process of identifying of how currentnlan responsibilities in en-route phase
of flight will change compared to new responsitait of autonomous flight conditions.
While most pilot tasking will remain unchanged imbarne self separation conditions,

some are expected to change substantially and sually new tasks could appear.
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1 Introduction

The concept of Free Flight has been developed six&y since 1995, when Radio Technical
Commission for Aeronautics defined it as “...a safid afficient flight operating capability
under instrument flight rules in which the operatbave the freedom to select their path and
speed in real time ...” (RTCA, 1995). Airborne seHparation promises an important
advantage over current managed air traffic if aftceeparation assurance, potential conflict
detection and resolution with other aircraft cafe&fvely become the primary responsibility
of the airborne system. It has also been argudgdiinaorne self separation removes the main
present bottleneck in increasing airspace capadite excessive workload of ATM personnel
in very busy traffic sectors. This change in ATMrload is achieved by distributing ATM
responsibilities mainly to the airborne systems.

1.1 The iFly project

Air transport throughout the world, and particwanh Europe, is characterised by major
capacity, efficiency and environmental challend®gh continued growth in air traffic a three
to six times increase is predicted for 2020. Thedsalenges must be addressed if we are to

improve the performance of the Air Traffic Managem@TM) system.

The iFly project definition was begun as a respaasthe European Commission (ECY 6
Framework Programme call for Innovative ATM Reshairt the area of “Aeronautics and
Space”. The program is expected to develop nowetepts and technologies with a fresh
perspective into a new air traffic management ggrador all types of aircraft in support of a
more efficient air transport system. It is aimedsapporting the integration of collaborative
decision-making in a co-operative air and grounsedaATM end to end concept, validating a
complete ATM and airport environment, while takingp account the challenging objectives
of Single European Sky and EUROCONTROL’s ATM200®ategy (iFly Project Annex 1,
2007, p. 4).
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iFly will develop a highly automated and distribditdTM design for en-route traffic, which
takes advantage of autonomous aircraft operatiqralihties and which is intended to
manage a three to six times increase in currenbete traffic levels. Analysis of safety,
complexity and pilot/controller responsibilitiess well as subsequent assessment of ground
and airborne system requirements will deliver aeceht set of operational procedures and

algorithms, thus demonstrating how the resulthefdroject may be exploitetbid., p 5).

1.2 Background and objectives of iFly WP2 Delivera  ble 2.1

Work Package 2 (WP2) of iFly project is dividedaritvo parts: “airborne responsibilities”
and “bottlenecks and potential solutions” whichlveié addressed in four separate reports —

two on airborne responsibilities and two on bottleks and potential solutions:

1. Report with description of airborne human respatisds in autonomous
aircraft operations

2. Report on Situation Awareness, Information, Comroation and Pilot Tasks
under autonomous aircraft operations

3. Report with description of bottlenecks identified an autonomous aircraft
concept design

E

Report describing ground operational aascs to autonomous aircraft

The objective of the current report is to cover thgic of airborne responsibilities with the
purpose of identifying current and new respongibgiof the cockpit crew during the en-route
phase of the flight in an autonomous aircraft emuinent. As stated in the Annex 1 of iFly
project, current developments in ATM show a slufards a more decentralised system, with
increasing tasks and likely more responsibilities the airborne side, i.e. the cockpit crew.
Thus, the airborne side forms the starting pointtfi@ current project, therefore the question
that arises is: “What responsibilities can be assigto the airborne side of the system
assuming a new task distribution implied by autoaosnATM?” Work Package 2 considers

these issues in more detabid., p 43).

Airborne responsibilities  An initial analysis has been carried out to idgnthe

responsibilities of the cockpit crew during the reate phase of the flight in the current
operational environment to be used as a startingt gor the design and a point of

comparison for an autonomous aircraft system thaives.
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Basically this Work Package will perform a task Igas to identify what tasks the crew
currently has to perform during the en-route phasea flight. This analysis needs to be
performed on an operational scenario of the enerdlight phase, to map out the tasks of the

cockpit crew during the en-route phase.

The description of tasks also provides a descniptibthe goals of the crew which will be
valuable as input for the identification of autormm aircraft responsibilities. This analysis
will thus provide a basic overview of the curremgeoational environment. The already
existing responsibilities can be considered inab®nomous aircraft concept. To achieve a
highly automated air traffic management system, pussibility for assigning more
responsibilities to the airborne crew than in tlerent situation, will also be investigated.

This may be a necessity for a more autonomous bperaf the aircraft.

Responsibilities of a cockpit crew go beyond isstgdated to air traffic management only.
For example, the cockpit crew is also responsitierfonitoring the functioning of the system
(i.e., the aircraft). An autonomous aircraft shmftresponsibility with respect to ATM issues
should not result in conflicts with other resporigibs. Therefore, consequences of this
responsibility shift should be reviewed and resgjtbottlenecks (in relation to human tasks) —

when consequences appear to be outside acceptaitded need to be identifiedbfd., p 44).

1.3 Relevant reference documents

Several EC funded programs have been working oferdiit aspects of airborne self
separation concept and considerable progress leasdohieved. In the human factors domain
NLR/NASA Free Flight, and two EC funded projectdNTENT and Mediterranean Free
Flight (MFF) — have contributed significantly totdwe airborne self separation human factors
issues. Probably the best overview available aloese issues is in the recent paper by
Ruigrok, & Hoekstra (2007). Main findings of thestadies confirm that:
(1) airborne self separation is a viable concept,
(2) airborne primary separation responsibility offersveral times higher traffic
density compared to ground control primary respulitsy,
(3) human-machine interfaces developed in the projemie been favourably rated by
the flight crews.
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The authors consider these as resolved issuestifrdmuman factors point of viewb(d., p.
453). In addition, there are a number of unresolssdes that need further human factors
studies. For example, how should information neaxgs®r conflict detection and resolution
be presented to pilots both in state-based (usiogngl speed, track and vertical speed of
aircraft involved) and intent-based (using thehtiglans of aircraft involved) mode and
behaviour of flight crews in both information diaplmodes has been evaluated. The results
obtained leave open the question, which mode ofinétion presentation is better and “the
best of both worlds” — combination of state-baseuffloct detection and resolution with a
limited amount of intent information needs furtiséudies ipid, p 453-454). Also an open
guestion is how to use the rules of conflict resoluby aircrews: “The pilots in the MFF
experiments were not in agreement on the use ofifyrrules versus co-operative conflict
detection and resolution in the state-based cam®tection and resolution system. Some
liked priority rules, some liked the co-operatiygpeoach. From an analytical point of view,
this issue is also not clear yetibi@., p. 454-455). And because issues of informatiopldis
are open (for example, the necessity of a VND irb&ine self separation operations) , the
favourable ratings of human-machine interfacesiveden previous research have not solved
all the interface issues yebid., p. 454-455). And still, pilot workload issues dwgiairborne
self separation remain open — in conflict situatitime demands of the situation may exceed
the resources available to the pilot and in probileza situations suboptimal workload may

cause the decrease the level of activation of ifloé p

1.4 The structure of the report

The present report is devoted to the current and aigborne responsibilities of the cockpit
crew during en-route phase of flight. New respoitisds of the crew are characteristic in
airborne self separation conditions (in autonomauesraft operations). The present report
consists of six main subdivisions plus Referenaad Appendices. Part 1, “Introduction”
describes briefly the aims of iFly project, in maietail its Work Package 2, and especially of

the present deliverable.

In Chapter 2, titled “Theoretical framework”, theseuof the terms “responsibility” and
“accountability” in the present context is analysed the use of the first term is suggested.
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Further on the interrelations between respongdslitgoals and situation awareness are
discussed together with function congruence betwean and machine as more promising
approach compared to function allocation between ara machine. The chapter ends with

the introduction of theoretical background to tloalg directed cognitive task analysis.

In Chapter 3 empirical data from commercial andpocate aviation is presented to
characterise the current tasks of pilots. The metion gathered is based on interviews and
cognitive task analyses. The present tasks changiagborne self separation situation have
been indicated and new tasks are named. In Chdptiee relations of military aviation to
airborne self separation are discussed in bridfast been concluded that in military aviation

the airborne self separation conditions can rasebur.

In Chapter 5 the general aviation as a model dfoanme self separation is discussed. It is
concluded that the basic task of general aviapibois “see and avoid” is a good starting

point for understanding the new tasks of the crewaiiborne self separation.

Chapter 6 describes Unmanned Aerial Systems (UA®) the human factors point of view,
indicating onto interaction, interface, workloaddaresponsibility issues. The “sense and

avoid” principle should be guiding UAS flights.
In Appendix 1 the detailed cognitive task analysisults are presented. Appendix 2 gives a
listing of tasks in cruise flight with modern geakaviation aircraft, Appendix 3 differentiates

the current tasks from those that change in aidegtf separation conditions.

An overall result of the report gives the descadptiof airborne human responsibilities in

current and autonomous aircraft operations.
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2 Theoretical framework

2.1

Responsibilities or accountabilities

WP2 of the iFly project is entitled “Human respdnildies in autonomous aircraft operations”

and in

the work description it has been said thesgonsibility is a core issue in aerospace

operations, because it determines who makes wltaiole and can take action if required

without being required to request permission frarataer actor” (iFly Project Annex 1, 2007,

p. 43).

This is an important statement and needs some sienaaralysis for its justification in the

situation where voices have been heard that queit@appropriateness of the use of the term

responsibilityin above mentioned context because of its semantluguity and suggests the

term accountabilityinstead. It is true, that the everyday meanintheftermresponsibilityis

ambiguous, as anyone can ascertain by lookinghfmekplanations of the word in any kinds

of dictionaries. Mostly the liability, thdegal responsibilityconnotation prevails in the

consciousness of the usersre$ponsibilityterm. This dominance of one semantic facet over

the others in understanding the word meaning Isasaitises that will not be the topic of the

analysis here, but it also has some unwanted carsegs that need to be refuted.

In a recent ICAO documengafety Management Manu@iCAO, 2006) a small subsection

“Responsibilities and accountabilities” has beestuded, which states:

“2.3.1 Responsibility and accountability are clgsedlated concepts. While individual
staff members are responsible for their actionsy tare also accountable to their
supervisor or manager for the safe performancénaf functions and may be called
on to justify their actions. Although individualsust be accountable for their own
actions, managers and supervisors are accountabted overall performance of the
group that reports to them. Accountability is a iway street. Managers are also
accountable for ensuring that their subordinateseh#e resources, training,
experience, etc. needed for the safe completidhedf assigned duties.

2.3.2 A formal statement of responsibilities andacamtabilities is advisable, even in
small organisations. This statement clarifies trenfal and informal reporting lines on
the organisational chart and specifies accountasilfor particular activities with no
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overlap or omission. The contents of the statemeilt vary depending on
organisational size, complexity and relationshigkaid., p. 2-6)
The text cited explicitly states that responsipildnd accountability are closely related
concepts, but the use of temecountabilityis preferable in safety issues according to the

frequency of its use (8 to 3 times in this smadigei of text).

This example show how the two words, found as symsnin dictionaries, may obtain
different preferences in certain domains of usha# to be shown that the terasponsibility
widely used in iFly project Annex 1, is still beagi the facets of meaning which are
appropriate for human- machine interaction andtgafemains and can be used further in the

course of the project without any doubts abousufisability.

It seems that some important developments in secamalysis of the termesponsibilityare
not well known but should not be ignored. Typicailty philosophical references the term
responsibilityis discussed in three or four wider contexts s@sal, collective, moral and
legal responsibility. None of these views cover vl the semantic aspects of the term

responsibility neither its specific connotations used in the pigject context.

Fortunately enough an article by Coleman (2005)the Stanford Encyclopaedia of
Philosophyabout computing and moral responsibility giveseaded and solid foundation for
continuing use of the termesponsibilityin iFly project context. Coleman gives an exhaugsti
review of the literature and introduces the foutetas of responsibility, derived by Heart
(1985) — Role-Responsibility, Causal-Responsihilityiability-Responsibility, Capacity-
Responsibility and explains how many important arséful positiveaspects of the term
responsibility (Ladd, 1988) tend to vanish in (at least in sorease negative) liability
semantics of the term. Further on Coleman citedilkK(£999), who has identified even six
semantic facets of responsibility, relevant in ham@omputer interaction context: (1) Causal
Responsibility, (2) Functional Role Responsibili§y) Moral Accountability, (4) an honorific
sense of responsibility, (5) Role Responsibilityd §6) Oversight Responsibility. Kuflik uses
these facets akesponsibilityfor asking a crucial question about: How much oesibility (in
either sense (2) or sense (5)), could responssgiasge (3)) human beings responsibly (sense
(4)) allocate to a computer, without at the sanmeetireserving to themselves oversight-
responsibility (sense (6))? (Kuflik, 1999, p. 18%his question touches all main aspects of

co-ordinated functions of human and machine instesy and can be considered equally valid
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for future air traffic management systems. Muchpgeeand broad-range discussion of moral
responsibility in the domain of human- computeerattion is given by Ladd (1988), whose

views will be the basis of the attempt of the sgsih given at the end of the present section.

Historically the roots of the concept of resporigipiused here lie in the philosophical
concept of moral responsibility that has mainly roekeveloped in the broader discussions
about the free will concept. For the first time tbencept of moral responsibility was
explicitly outlined by Aristotle. According to Attistle, a voluntary action or voluntary trait of
an actor has both (a) a control condition and (b¢istemic condition. The control condition
means that the action or trait of the agent muse hs origin in the agent (the agent is in
control) and the epistemic condition has to astuakthe agent is aware of the essence he/she

is doing or bringing about (so both conditions @onfthe existence of free will of the agent).

Since the sixties of the last century important elepments in the concept of moral
responsibility have taken place thanks to the disicun initiated by Strawson (Eschleman,
2005). For Strewson the personal relationshipsesgad in attitudes of an agent form the
essence of moral responsibility. Thegarticipant reactive attitudesnay be excused or
justified if the good will had been the purposelad reactions (i.e. if the good aims had been
pursued). These attitudes — positive, indifferentnegative in their qualitative emotional
nature — are expressed to indicate how much wealctmind, how much it matters to us as
the actors. (In reality these participant reactttgudes are formed both on our expectations
and guesses about other people around us and @xpleetations we think the others have
about us — this explains why the attitudes disali$sze are called reactive.) In general, the
social and reflective nature of the concept of rhogponsibility has been disclosed better in
these recent developments.

In the same contemporary context of philosophicadlysis of moral responsibility a
distinction has been drawn between responsibilitydenstood asattributability and

responsibility agccountability

Responsibility as attributability means that therats actions disclose something about the
nature of his/her self (here some authors sathigaself should be measured against a certain
standard). In the extreme example the attributgdsin be explained by the “ledger view” of

moral responsibility — each agent will receive dred debit recorded in his/her “ledger-book”
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for his/her actions. Responsibility as attributéyiis a kind of precondition for responsibility

in the sense of accountability.

Being accountable means that the behaviour of gemtais governed by an interpersonal
normative standard of conduct that generates eap@cs in the members of shared
community. So it can be said that the social natimaoral responsibility opens in full due to
accountability responsibility. (It has to be noteedre, that the use of accountability as a
synonym of responsibility is very different frometiterm “accountability responsibility” used
in the present subsection of the analysis.)

All the important developments of moral respongipiand its manifestations in the field of
computer use that may be useful for iFly projeappses have been gathered into the table at
the end of the present section in an attempt tesaise the related concepts and to show the
relations between different aspects of the broatd®al responsibility concept developed. The
greatest impact into this synthesis comes from L{@988), whose ideas are both theoretically
sound and practically applicable. Before the syithtable showing the relationships between
the different concepts will be presented, the esitendefinition of the positive concept of

moral responsibility in the domain of computer byd_add (1988) will follow:

"The comprehensive conception of moral responsgybili implies that human agents
are, in the final analysis, responsible for theeys themselves — that is, for the way
that intermediaries function — and that human resimility for disasters (past and
potential) is not limited to the direct input ofrpeular individuals, such as operators.
Responsibility in the full moral sense covers iadirand remote causal relations,
partial and contributory causes, as well as diesa proximate ones; even though
individual persons are only indirectly or remotelgnnected with the outcome, they
are not freed from the requirements of respongjbili. Which people in particular are
responsible? To answer this question requiresngathe causal connections and
responsibility relations for outcomes to particulladividuals and to their individual
failures stemming from such things as self-centgregjects, narrow and single-
minded interests, unconcerns, and moral mindlessh§s. 216) ... "The structured
processes themselves, as adopted and employedmalforganisations, perform the
role of intermediaries in a way that is compardbléhe role of technological systems.
... In both types of intermediaries, however, imdiinal human agents are not let off the
hook as far as responsibility is concerned. The prefmensive conception of
responsibility makes room for indefinitely largennmibers of people to be morally
responsible for an outcome, although their varioustributions are at different levels
and vary considerably in amounts and degrees.21(p-218) ...
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Moral responsibility

Useful subdivisions of
moral responsibility [see
Ladd (1988), Gotterbarn
(2001)]

Positive responsibility

Negative responsibility

Main approach

Broad and nonexclusive

Narrow and exclusive

Main dichotomy

Responsible — irresponsible

Responsible — nonresponsible

Basic explanation

Responsibility expresses a certain lg
of moral and social relationship
between persons. Responsibility hag
both subjective (mental attitude or
value- based) side such as concern
the safety or welfare of another pers
and objective (technically based) sid
such as causal connection between
agent’s actions (or omissions) and tf
(fortunate or unfortunate) outcome f¢
the other person.

\Résponsibility expresses
(unsuccessful) attempt to find
sissue, which exempts one from
the blame and liability.

of
drxemption from the blame

dneans exemption from moral
responsibility and exemption
&rom the liability means
yexemption from legal
responsibility.

AN

Subdivision:Causal

Responsibility [see Hart
(1985), Ladd (1988), Kuflik
(1999)]

Causal influence is extended: it is ng
only immediate, but also extended tq
the past and future, not only
proximate, but also extended to
intermediaries and remote agents, n
only dichotomous, but also gradual,
not only direct, but also indirect.

iCausal influence is immediate,

ot

Dproximate, dichotomous, direct.

Subdivision: (Functional)
Role Responsibility[see
Hart (1985), Ladd (1988),
Kuflik (1999)]

Broad and extended, incorporates tl
arbitrary subdivisions by Kuflik

(1999): moral accountability, honorif
sense of being responsible and

oversight responsibility. Hart (1985):
"Role" is extended to include a task
assigned to any person by agreeme

mdarrow and exclusive

c

Nt

or otherwise.

Subdivision:Liability
Responsibility [see Hart
(1985), Ladd (1988)]

See basic explanation of negative responsibility.

Subdivision:Capacity
Responsibility [see Hart
(1985)]

Psychological conditions (criteria) re
capacity to understand what a perso
do, to deliberate and to decide what
the light of such decisions. Possessi
signified by the expression "respons

quired fadility (having the

n is requirdedvayo do or not to
to do anaidrol one’s conduct in
on of thesmalaapacities is often
ible for hiséeions".

Figure 1. An attempt to summarise different appneado moral responsibility

"It is a bit anthropomorphic nonsense to ascribeamnoesponsibility to systems,
whether they be technological or social, in additio or instead of the individuals that
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make and use them. ... Individuals, whoever they amd however minor their
contribution, cannot escape either their retrospecor their prospective moral
responsibilities in an organisation by appeal te doctrine ofrespondeat superior
For the same reason, computer professionals, uepesators, programmers, and
managers cannot escape their responsibilities dtmomes by appeal to a doctrine of
respondeat computér(p. 218).
In a certain sense the table replaces the (almgsigsible) attempt to give an original formal
definition of moral responsibility in the contextlmuman- computer interaction that is central
for iFly project. Although the parts of the definit by Ladd given above are clear, thorough
and self-explanatory, some important relations betwdifferent concepts can still be added

into the table to develop the concepts further.

This overview given proves that we need not feelaghwhile using the termesponsibilityin
iFly project and do not need to replace it with d&myds of synonyms or euphemisms. The
term responsibility has all the relevant connotations to communicaleqgaately the ideas
expressed in the iFly Project Annex 1, especiaflyhoman- machine systems, while its
synonymaccountabilityhas obtained its philosophically analysable facétsmieaning mainly

in the fields of organisational, public and poklti@ffairs which makes its use less suitable for

iFly purposes.

The need for further discussion of the moral respmlity issues in the iFly project may
appear at the later stages of the project speltyfifer human- machine interaction, ATC,

autonomous aircraft and airborne self separatiopqaes.

2.1.1 Responsibilities, goals and situation awareness

One of the important functions of responsibilitgus is its relationship to having / obtaining /
acceptinggoals This relationship should be seen as mutual oeeadsse from one side the
state of being responsible needs having, obtaioiragcepting certain specific goals like “I as
the pilot am responsible for the safety on boawdftlfilling the flight plan; for fuel economy
etc.” From the other side having or acquiring goaécomes real if the person in charge
decides to take the responsibility to achieve thggsas. It can be said that a person having
goals proves through having these goals that he/hsls taken responsibility / has become

responsible for achieving these goals and havieg @r potential) conscious awareness about

28 December 2007 TREN/O7/FP6AE/S07.71574/037180 IFLY Page 18/88



iFly 6" Framework programme Deliverable 2.1

them. This state of affairs is typical to fulfilntenf any functions by human independently or

as a participant in the human- machine system.

The goals can be broader and narrower in theireschigher or lower in the hypothetical
hierarchies of possible goals, they can be indadidur team goals and according to human-
machine ideology system or subsystem goals etcfuftrer illustrative purposes the goals
could be characterised as being at high, mediutavatevel in the hypothetical hierarchy of
all possible goals. The level of the goal in ther&iichy is determined by its scope and timing.
An example of a high level (both broad in scope lmg-term) goal could be a pursuit of a
person to become a good professional pilot; a &indedium level goal (having both medium
breaths and timing) for the same person could lawifty a successful, error- free and safe
forthcoming flight from New York to Rome” and a lolevel goal (being both narrow in
scope and having definite short timing) fulfillieg certain task like “to execute a change in
the flight path on ATC clearance”.

The idea of giving these examples is to recall tmta rule people have several goals of
different scopes and timings at the same time aheging minor goals typically serves the
aim to contribute into fulfilling the major ones.dlso reminds us that for achieving a certain
goal we have to concentrate our mental and physféait on this goal at least for some time.
In the hypothetical hierarhy of goals we can hdnet on several descriptive levels, like high,

medium or low level goals and subgoals.

The taking of responsibility and achieving goalshgs in another issue important for our
analysis — the situation awareness (SA). It cans&id that taking responsibility means
accepting goals and means also acquiring situatieareness, so responsibility, goals and SA
issues are all interdependent and as the ordeppefasance of these psychological states may
vary, they may be depicted as interdependent phenam

Acquiring SA ~ accepting goals ~ taking responsibility

In the same way how we brought examples of higbeelland broader goals compared to
lower level and narrower goals, we can also spdasutahigher levels of SA and of

responsibility. We can say that safety and quajipls demand (and accordingly generate)
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higher levels of SA and of responsibility. This medhat the goals, responsibility and SA are
in concordance or congruence and our activitigfedih the level of their scope:

Goals Responsibility  Situation awareness
High level High level High level
Medium level  Medium level Medium level
Low level Low level Low level

At the same time it is important not to take thecdssed level of SA as a quality index of SA,
but as an indication of the level of current anlys

One important issue not yet covered is linking b@rato goals, responsibility and situation
awareness. From psychology it is known that abdut%® of goal-directed behavior is
automatic, it means, un- or subconscious (FrankRé@2, p. 391). It seems to be so because
we need our (limited span) of consciousness tadxe for higher levels of mental activities —
cognitive tasks like planning, organizing, solvipgpblems etc. — and spending it mostly to
monitoring skilled actions would be prodigal, aadein standard situations. It also means that
executing automatic behavior brings our goals, aesibility and situation awareness, which
are directly linked to this behavior, to un- or sabscious level. Typically this can happen at
the low hierarchical levels of activities, becabggher levels need more complex and variable
chains of behaviors that can not become fully aatmmand demand conscious cognitive

processing for their execution and control.

In conclusion to the present paragraph it can Il that fulfilling certain functions means
obtaining / accepting goals, taking responsibgigéad acquiring situation awareness about the
factors that can be of influence on fulfilling tegsinctions.

2.1.2 Situation Awareness (SA)

There are different ways of defining situation asveass, one of the most popular is
Endsley’s (1995). She defines SA as:

The perception of elements in the environment withivolume of time and space, the
comprehension of their meaning, and the projeatictheir status in the near future.
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Endsley’s three stages of the situation aware(sgeption, comprehensi@mnd projection)
are useful attributes for explaining both the tesice and change in SA. The cognitive
processing necessary for SA can be predominayubi-driven or data-drivenat different
moments. Goal driven cognitive processing can exghersistence of SA — active goal is
determined and SA is being kept mostly unchangdd the goal is achieved or needs a
change. Data driven processing explains change3Apfwhich take place when perceived
information from the system and / or environmertedaines the need for changing one goal
to another (Endsley, Bolte, & Jones, 2003).

Goal-driven and data-driven processing generategtiand forecasted situation model or SA
on the basis of certain cognitive resources that lma calledmental modelsEach mental
model contains botlheoretical knowledgémainly descriptive information) anschemata
(mainly prescriptive information). People normalgave developed many different mental
models and their active goals determine, whichhesé models should be activated at the
moment. The prescriptive information is mostly #dalie in the form of schemata, which
could also be seen as a kind of heuristics, thit peole to find the appropriate ways to
behave more or less adequately in a certain Stuahn some mental models the prescriptive
information may persist in the form of even morealeped and detailescripts (checklist-

like collections of necessary behaviors to inifiate

A single mental model from many available ones ané schema (or script) from the list of
several schemata or scripts is active at a time.adtive mental model with an active schema

comprises the resources (esource modeof SA.

Besides the resource mode of SA there igptioeessing modef SA, which is a synthesis of
attention processing (directing, focussing, disititg, switching, sustaining attention)
together with perception, comprehension and prigecPerception takes new information in,
attention processing steps adjust the mind to mii@ration relevant in the current (and

forecasted) situation both for comprehension angeption to the nearest future.

Choosing appropriate mental models, schemata ampisstor generating adequate SA mainly
depends on operator’s knowledge and experiencgrafessional qualities, but also depends

on expectationswhich can be seen as an additional useful shofdcwavoiding information
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overload. This shows expectations generally intpaslight, but besides their advantages the
same expectations may also cause harm, if thecsit@gtiggests to ignore the information
relevant to task at hand. While there are many gkesnof great use of expectations in
directing our attention to important informatiohete are also a plenty of opposite examples

available.

In their user centered approach to design, EndBlelye, & Jones (2003) suggest to organize
technology around the user’s goals, tasks andiabili‘Whereas traditional human factors
approaches are quite suitable for linear, repetitasks, user-centered design is more suitable
for complex systems in which users need to pursuariaty of (sometimes competing) goals
over the course of time, and no set sequence ké &@sd actions can be prescribed. In these
types of systems, interfaces and capabilities hed@ designed to support the changing goals

of the operator in the dynamic fashiontiid, p 8).

This approach may demand that the technology nmeegt khe user in control and aware of the
state of the system. It turns the SA the key feafar user-centered design. From previous
analysis we saw how the SA is not simply goal-eslabut more specifically goakented

Supporting SA means supporting cognitive procestéise operator and keeping the operator

in control leads to keeping his / her situation smass at appropriate quality level.

2.2 Function congruence versus function allocation

2.2.1 Cognitive System Engineering and Automation

Traditionally, the issue of automation has beeragten of function allocation. The allocation of
functions between men and machines has a lot immmwith the division of labour. This

work of allocating functions to either men or mads has a number of limitations.

First of all, it is much easier to allocate taskart functions (that tend to be more abstract).
Thus function allocation usually goes together wébk decomposition, while the idea is to
improve the cooperation between men and machinespprove the capability of men and

machines to work together to accomplish a given emdmon goal. And we thus tend to
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forget that functions depend on each other in whgt are more complex than a mechanical
decomposition can account for: “small changes atfezwhole”.

This sort of reasoning tends to make us think oh&i as bio-automaton. This comparison
allows to compare which tasks are ‘better performmyg machines, which are ‘better’
performed by humans; and in the end this compar@ows us to allocate functions
(Fitts’ list is probably the most known examplesoth reasoning). We tend to force human in

a model of simple automaton, of finite state autimma

In order to go beyond these limits, Hollnagel (199foposes to think in terms of function
congruence (instead of allocation). According taenhifunction congruence, or function
matching takes into account the dynamics of theasans. In fact, this proposition is well in
accordance with the idea that a cognitive systedeimed by what it does and not how it does
it. His proposal is to work on cognitive functiossich as ‘observation’, ‘identification’,
‘planning’ and ‘action’. These functions are theesrto be fulfilled by the joint cognitive system
in order to fulfil its goal. Then, Hollnagel (199pjoposes that for each of these functions we
reflect in terms of how the changes will impact pleeformance: is it some sort of

» amplification?

* delegation?

* substitution/replacement?

e extension?

Coming back to our concern: we shall try to followbee lessons of cognitive systems
engineering to:

- avoid the allocation of functions,

- think in terms of what the joint cognitive systewed, instead of how it does it,

- base our discussion on functions to be fulfilleaj aot on tasks to be accomplished

2.2.2 Function congruence instead of function allocation

The moral responsibility issue in computing hadtdedh function allocation between people
and computers, the issue that is in the very hedahie WP2 activities in iFly project. Recent

developments in philosophy of human- machine systbave created an advanced view on
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the division of human and machine functions in sistem. Accustomed function allocation
approach may need revision as Hollnagel (1999estdbecause the search for function
congruence is a preferrable approach in human-meackystems compared to function
allocation between human and machine (computete“principle of function congruence
emphasises that the functions assigned to variars pf the system must correspond to each
other and provide the ability to redistribute fuans according to current needs, ... keeping
in mind that the primary objective is the ability the joint system to maintain control”
(Hollnagel, 1999, p. 52-53.).

Designing changes in the systems by automationactunally result in aramplification of
human functions by machines (and while maintainthg human in control we get a
preferrable outcome in the system, but with theimishing the control by human we may
easily get an unpreferrable functisnbstitution (replacementyyhich in fact can result in
turning the system into prosthesis of its operatdhe danger of function substitution lies
mainly in its degrading effect on situation awassnéading to inability of the operator to
perform the functions needed. In the best casesutmimation the amplification of function
does not harm the human control function, givinghatsame time a certain advantageq(,
providing easier access to information, sorting melevant information from unrelevant,

supporting decision making) compared to situatiefoke the change.

Another type of the change in the system inducethbydesign islelegationof function to
another agent or subsystem while maintaining thatrobto the human operator. As an
example it may mean that the user who had to mothieoconditions and to perform a certain
function, now has only to monitor it, while anotlagent or subsystem performs the function.
As a result the control on a high level is mairgdirbut has been lost over the details. As
Hollnagel (1999, p. 46) explains, “This follows finathe nature of delegation — a task is given
to another system and until a specified goal has laecomplished (a specific sub-task) there

is no need or no possibility of controlling the foemance. ”

Yet another and perhaps more revolutionary ste@itdsvchange in the system automation is
extensioror adding new functionality or new resource to $lgstem. At one extreme one can
argue that it is impossible to introduce a competew function or a resource, but Hollnagel

sees an extension of function already if the fuorctvas not “excecised in a recognisable way
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and to a meaningful extent” beforehand. It is int@or to see, that like in function
amplification, also in function delegation and ed®n there is a danger to fall into the trap of

function substitution.

At the present stage of iFly project all the pokesibenefits of the function congruence
philosophy over the function allocation approachrmd be fully estimated, but the ideas
supported by this design philosophy should be keptind during the progress of the project.
One important aspect of it means that instead a@idsing on the tasks to be completed it is
necessary to look at the cognitive functions theteay has to fulfill (cf Lorenz, 2004; Schick,
2004). In the design process it also means thatevamplifying, delegating and extending
functions we need caution not to create functiobsstution and turning the function into

prosthesis of human operator.

2.3 Goal- directed cognitive task analysis

In the Age of Information Processing cognitive tastkalysis methods have largerly replaced
earlier methods of “traditional” task analysis. Theason for this has been that “... as
machines become more intelligent, they should lesved as “equals” to humans ... the
maxime now became to design the joint human-macéyseem, or more aptly phrased, the
joint cognitive system” (Schraagen, 2006, p.192)erest to cognitive task analysis has
markedly grown in XXI century and several handbotjpe publications are available to
potential users of the analysis (Crandall, Klein,H&ffman, 2006; Ericsson, Charness,
Feltovich, & Hoffman, 2006; Stanton, Salmon, WaJke Jenkins, 2005).

The analysis done so far takes us to the main rdaiked for conducting the task analysis of
the cockpit crew during en-route phase of flightdBley, Bolte & Jones (2003) call the type
of appropriate analysigoal- directed task analys{§&DTA). To be more precise, this analysis
should be calledjoal-directed cognitive task analysiSoal-directed cognitive task analysis
focusses on

(a) dynamically changing goals of the operators, wiaidresses the analysis

onto the
(b) cognitive tasks, which need

(c) decisions to be made to accomplish these goaldave certain
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(d) information requirements of these decisionkdaep the necessary SA.

In other words this means that described task arsaltarts with defining the goals the
cockpit crew has to achieve during en-route phégkgbt. These goals can in some cases be
differentiated as being lower or higher in the &rehy of goal scope and timing. So it is
possible to differentiate between goals and sulsg@ad higher and lower task levels
accordingly. In other occasions it is (almost) iregible to estimate which task is higher in
hierarchy (broader in scope and timing) comparedth®rs. Then it is appropriate to leave

these cognitive tasks on the equal level of anslysi

One of the critical issues in task analysis is @stjon, where to stop. In pure task analysis it is
possible to go to the “end” of the task, downwaythe level of task decomposition, until

further subdivision of tasks becomes impossiblegasonable or inappropriate. In cognitive
task analysis the same situation is much morecditfto solve, because cognitive tasks reside

at much higher level of abstraction and complexity.

As suggested by Endsley, Bolte, & Jones (2003)type of cognitive task analysis used in

the present study was oriented to finding taskl&eteat needed decision to be made. This
means that the final results of our goal-orientegnitive task analysis are the divisions and
subdivisions of cognitive tasks, which lead to dixis. Although not done in the present

analysis, it is comparatively easy to go on with éimalysis and formulate decision to be made
to solve the goal-oriented cognitive tasks derivieugh the analysis. And together with

these decisions to be made we can follow with thelysis to find out the information

requirements for these decisions (see Figure 1).

These information requirements form the conditiohSA and comprise the input for design
processes. As the above mentioned authors statéhg, GDTA seeks to determine what
operators would ideally like to know to meet eadafalg even if that information is not
available with current technology. The ideal infation is the focus of the analysis; basing
the SA requirements only on current technology wantluce an artificial ceiling effect and
would obscure much of the information the operatould really like to know from design
efforts” (Endsley, Bolte, & Jones, 2003, p. 65).
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At the further stages of the iFly project the seddqarts of cognitive task analysis made and
especially the results of task analysis for new emahging tasks will undergo a new analysis
for deriving the iFly crew decisions to be made &orddefining the SA requirements for these

decisions in a way, depicted on Figure 2.

[ Goal / cognitive task X.1 ]

[ Subgoal / -task X.1.1 J [ Subgoal / -task X.1.2 ]

! !

SA information requirements SA information requirements
- for projection - for projection
- for comprehension - for comprehension
- for perception - for perception

Figure 2. Providing information requirements ofaaly cognitive task for SA. Modified from
Endsley, Bolte, & Jones (2003).
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3 Empirical data from commercial and corporate avia  tion

3.1 What is en- route phase of flight?

To answer the question, data from interviews witbtg was collected. From a crew point of
view, en-route (ER) phase of flight starts when averaft reaches the ‘cruise’ altitude. The
en-route or ‘cruise phase’ of flight may be conediefrom the top of climb up to the top of
descent. But in some cases (mainly for long-hagihf$) the aircraft can be cleared to reach a
cruise flight level in a specified time. From agpi$ point of view, this can mean flying above
FL 100. After this point, the autopilot (AP) is aeted, and the crew starts performing his
‘routine’ tasks like fuel management, communicatietc. It is as well the ‘end’ for the
‘sterile cockpit SOP’. This transition is also medkby the release of the passengers from the

‘fastened seat belt’ and the authorization of gt crew to access the cockpit if necessary.

For cross-Atlantic flights, ER starts when enterthg Atlantic-routes control centre: then

communication only occurs via ACARS (Datalink).

There are no fundamental distinctions between @tneg tasks accomplished during one
flight or another; only the duration of the ‘En-teyphase’ changes, and thus the crew has to
accomplish these tasks during different periodimitin different flights. For example, the
‘cruise’ of a long-haul flight over Atlantic oceaan last for 9 to 10 hours, compared to only
20 minutes in the case of a Paris-Amsterdam flaygrgven 10 minutes in the case of a Paris-

Clermont-Ferrand flight.

3.2 Analysis of crew tasks from interviews with co mmercial and corporate
aviation pilots

3.2.1 Interview method

The present report was written on the basis ofra¢gemi-direct interviews. The objective of

these interviews was to obtain the crews’ poinviefv on their responsibility during the en-
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route (ER) phase of flights. The pilots were ast@describe their activity during this phase
of flights. The basic interview guide we had men#éd the following points:

- Definition of en-route,

Beginning of ER: what happens?

- Tasks being performed during ER?

- Communications with ATM during ER? For what purgd&gc.

- Changes of flights plan during ER: Reasons for ge&How does it happen? Etc.

- End of ER: what happens?

- Technical failure management: what happens in oasetechnical failure? How is

separation maintained in such a case? Etc.

3.2.2 Interviewee profiles

This report summarises the interviews of 4 pilots:

- Type of Operation: Commercial Aviation (*2), corpte aviation (*2)

- Aircraft Types: B737, B747-400, Be200, F20, F100 F5

- Flight ranges: short, medium and long haul flights
It should also be noted that one member of the WéR@ is a former military pilot who also
has extensive experience in light general aviagioeraft.

3.2.3 Crew tasks and work analysis in en-route phase ofight

The identified high level tasks are as followed:

Aircraft systems checking (T1)

Fuel Management (T2)

- Passengers safety and comfort management (T3)

- Navigation (T4)

- Radio ‘watch’ (T5)

- Communication with ATC (T6)

- Logbook and flight documents (T7)

- Flight path and flight plan changes management (T8)

- Operational and commercial communication with tinkna line base (T9)

- Crew coordination (T10)
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- Airborne separation management (T11)
- Technical Failure management (T12)
- Flying the aircraft (T13)

The level of abstraction used here is the one hgdHe pilots we interviewed. It is interesting
to note that pilots do not naturally use a desicnipat a low level (“press button X”). Two of
these “tasks” are on a quite high level of absiact‘navigation” and “flying the aircraft”.
However, for these two tasks it is interesting aterthat:

- All the activities related to navigation are not pader this task,

- The task “flying the aircraft” was not mentioned e pilots: we identified it mainly

when discussing the management of technical falure

Instead of reasoning on a high level (somewhatectoghe “responsibilities” we are trying to
identify), they situate their description on a legi@ser to the reality of their activity, but stil

on a level that give sense to their actions.

These “tasks” are outlined (within the context ofmal airline operations) in the following

paragraphs. Their current ordering is unimportant.
T1. Aircraft systems oversight

- The crew monitors all the aircraft systems; elig, ¢lectrical, hydraulic, temperature
(cabin, cargo,.) and the pneumatic system whichnwdrbe verified before 14 000 ft
flight level in some aircratft.

- These tasks are often assigned to the Pilot Nand-iPNF), but is also performed by
the Pilot Flying (PF) usually on specific points tbe flight path. It seems to be ‘a
transparent task’ (means no verbal interaction eéetwthe crew members) until the
PNF declares “safety visual control accomplisheid” ¢ase no default is actually
noticed).

- This task is often performed at every ‘turning poi®n a cross-Atlantic flight this can
happen every 10 degrees of latitude or approximagslery 30 to 40 minutes.
However, on a Paris-Pointe-a-Pitre flights, this/raaly occur only every 90 minutes.

- Crews tend to more and more rely on the alarm systef the aircraft as current
flight-decks present as little information as pbksiexcept if there is a problem. Thus,

crews tend to scan systems once every hour only.

T2. Fuel Management
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This task starts once the safety visual contratsomplished.

It is one of the main tasks of flight management.

It is usually fulfilled by the PNF.

Its aim is to check any fuel leak, fuel transfermps failures or malfunction,
unintended transfers, etc.

The PNF checks the fuel quantities and recordsdtita (estimated fuel quantity,
waypoints estimated overtime, arrival fuel quantitgn the operational flight
documents.

Any change in the flight-path, altitude, or spesygplies changes in the estimated fuel
consumption and thus in the capacity of the aitctaf maintain its expected
performances.

This task is accomplished at every turning poinhjclv can mean nearly each ten

minutes for short-haul flights, up to once evergyhior long-haul flights.

T3. Passengers safety and comfort management

The cabin crew may inform the flight crew of anybita temperature changes
requested by passengers (mainly each 15 or 30 @sihut

In such cases, the PNF who may be busy with thé,rdths to manage these
interruptions.

In addition to this management of the Air conditr@nsystem, the crew (mainly the

PNF) of corporate jets also has to play a safetiycammmercial role.

T4. Navigation

The pilot flying (PF) is typically responsible ftie aircraft navigation: maintaining
the aircraft on the planned flight-path.
In case of a flight-path change, both pilots have t

0 enter the new cleared route in the FMS,

o check the waypoints on the HSI

o Vvalidate the proposed new flight-path

0 and request the aircraft to follow the new paransefby pushing the LNAV

button).

Weather conditions can have a consequent impaoteigation. For instance, cross-
Atlantic flights are usually quiet (from the crewpmint-of-view), except when “the

weather starts to intervene”. The impact of the tiveraconditions depends on the
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routes and on seasons... except for some particatathat are always present (such
as the inter-tropical front).
- Today, the flight-path is obtained from ATM contoantres.

T5. Radio ‘watch’

- The pilot non flying is typically in charge of radcommunications with ATC and of
the radio watch-over: listening of other aircrafeasmissions on the same frequency

- This task is not a ‘two way’ communication. Its etfjive is to allow the crew to have
an overview of the traffic around. It participates the crew’s awareness of the
surrounding traffic. Listening to the other air¢rahessages and mainly to the
clearances helps the crew to built it's own repméstgon of the surrounding ‘world’.

- In some areas, communication failures with the AaF€ frequent, so listening to other
aircraft messages helps,

- In cross-Atlantic flights, there is no continuowaslio watch-over, as it would require
too much attention.

- On the other hand, over Africa, there is a radeqfiency (126,9) on which every
flight has to use to report its position every 2hues (as well as 5 minutes before
crossing a route). This allows covering for potaniimitations of the technical
equipment of some countries.

- It has to be mentioned that not all the messagesstavant to the flight.

T6. Communication with ATC

- The pilot non flying is in charge of radio commuations with ATC.

- Managing the radio communication is a continuowsk:tan certain countries, like
Russia for instance, the airspace is still brokpnbetween many control centres,
which thus requires frequent changes in frequencies

- The communication mainly concerns the ATC cleararared requests, but may also

concern the latest weather data.
T7. Logbook and flight documents
- Typically the PNF fills up the logbook, the ATL gh.ognav, etc.
T8. Flight path and flight plan changes management

- Managing the ATC requests, or clearance followingrew’s request to change a
flight-path (e.g., flight level, routes/airways).
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- Depending on the cleared slot, the estimated timaraval, the en-route traffic,
military zones or weather conditions, etc., the Aiifay request from the crew to
deviate from the planed flight plan.

- The request may be an acceleration, which impligsaage in the flight level, or even
a flight level change which in both cases needdititianal fuel management as well.
It can also be a route change, offering a morectiflight path to the crew.

- The request may also be made by the flight crewyder to optimize the flight time,
the aircraft performance; by requesting the audabion to fly more direct airways, a
higher (or lower) flight level.

- These changes occur very regularly: in averageast lonce in every flight.

- Even when the change is demanded by the crew,tlieisATM’s responsibility to
check the possibility of the change and to managernpial conflicts.

- Such changes may oblige to crew to more coordinatgarding its strategies in case

of troubles.
T9. Operational and commercial communication whi airline line base

- Air-ground communication requesting the latest Wwentlata,

- Communication with the line base, or the airlineperational control centre:
commercial messages, or requests, like ACAS messagi estimated time of
arrival, number of passengers, etc. (The captainypscally responsible of this

communication).
T10. Crew coordination

- Before the en-route phase (during the cruise cliniogy PF typically performs an
exhaustive briefing about his strategies in caséraibles (engine failure, aircraft
depressurization, electrical/radio failure,..). Sorflights, overlying mountainous,
oceanic or specific areas seek more detailed bgefaltitudes, decision waypoints,
etc),

- New coordination may be required as a consequédrtigld-path changes.
T11. Airborne separation management

- The airborne separation is defined and managetdATC: according to the aircrafts
speed, and flight levels, the minimum distance tame& between aircrafts is given by
the ATC.

- The crew manages the TCAS through a visual managenhéhe HSI display:
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o the crew has to check aircrafts flying in the aaeaund the HSI centreline (
about 40 nautical miles around)
o0 The crew has to check the concordance with thevetteadio clearances
- The ATC informs the crew of any aircraft crossitgyflight path at specified altitudes.
This information is useful for the crew to identdycrossing aircraft, especially in bad
weather, where the altitudes are hardly exactlyntamed, which will cause TCAS
alarms.
- The crew keeps a look outside the cockpit (theosumding area) in order to maintain
an aware representation of the traffic around.
- In other words, except for short term conflictsoteson (through TCAS and visual

watch) airborne separation management is not gmoresibility of the crew.
T12: Technical failure management
- (not analyzed here)
T13 — Flying the aircraft

- The first responsibility of the crew is to maintasontrol of the aircraft. Hence, for
instance in the case of technical failure managém#re priority is given to
controlling the aircraft (descending if necessargducing speed is necessary,
deviation to the closest airport, etc.). “Priorigy to trajectory”. If the ATM starts
asking question, the crew would reply “stand bytilutme aircraft and the technical
failure is back under control.

This priority is also observed when the crew isiragKor a flight-plan change because of
weather conditions: the crew can ask for a dewiatamd deviate before obtaining an answer
from ATM if this is necessary for maintaining casitof the aircraft.

3.3 Goal-directed task analysis on commercial avia  tion tasks

3.3.1 Procedure and the results

Goal-directed cognitive task analysis of pilot &gk the en-route phase of flight was carried
out in collaboration with a subject matter expeK Mho works as Boeing 737 first officer in

a small airline, also as a chief flight instrudtoan aviation college and Masters student at the
university. After several adjustments of the batahetween generality and granularity of
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candidate cognitive tasks the acceptable solutias faund when the basic criterion for goal-
directed task analysis — divisions and subdivisioingognitive tasks, which lead to decisions

— was consistently followed.

It has to be mentioned that the high level taskysmadescribed in the section 3.2 and the
analysis described in the present section (3.3¢ baen carried out independently and had the
aim to gather current pilot tasks data using deexgproaches. The high level analysis in 3.2
does not give much detail of the tasks, but théyaisapresented here gives the opportunity to
go to the level of decisions, when needed. At éteristages of the project the need to map the

results of one approach to the other may appesorime domains of pilot tasks.

The results of the goal-directed cognitive tasklysis are given in the Appendix 1 of the
report. Thee major divisions of the analysis wdreNormal situations, (2) Special situations
(supplementary procedures) and (3) Abnormal andrgeney situations. Under these
headings the goal- directed cognitive tasks andaskb were listed with minimal comments
to help the specialists to identify the tasks frdm list without difficulties. As the whole
variety of task analysis methods has been criticirecause of questionable validity and
reliability (Stanton, Salmon, Walker, Baber, & Jarsgk 2005), an attempt was made both to
validate and check the reliability of the resulttbé analysis through expert opinions. Two
pilots (AK and EC) as subject matter experts indepatly reviewed the results of the
cognitive task analysis and gave their opinionsibotthe form of comments onto the tasks
list and in the text form. Reliability and validigheck generally supported the task categories

found.

3.3.2 Potential changes in pilot tasks under iFly flightconditions

An important issue after receiving validity andiabllity support of the pilot task analysis
results is to differentiate between the pilot taskat remain the same and that change
substantially in iFly airborne self separation atinds. This analysis was done on the current
list of tasks, where all the tasks were evaluatgdhe subject matter expert (MK) after
obtaining an understanding on airborne self sejparatieas on the basis of reports, papers
and presentationsc.f. Hoekstra, van Gent, & Ruigrok, 1999; Ruigrok, 208uigrok, &
Hoekstra, 2007). The result of the analysis is miire Appendix 3, under the “iFly flight”

heading. For better comparison the original task has been preserved, but the tasks
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changing substantially are printed in gray (and lass visible) and comments have been
added to them. The following comments are used:

No task — this task is missing in iFly flight, no replacent

Pilot resp.  — substantial change in responsibility, pilotalkoit crew) is
responsible

Change? — responsibility is changing, but not clear Yty

New instru. — new devices will influence the essence of fs& t

Tasks that remain unchanged or largely unchangeaélynflight are printed in black. As
expected, most of the changes are related to Ai@hamication under the following groups
of tasks:

Monitoring lateral cruise profile

Monitoring vertical cruise profile

Monitoring speed

Monitoring of the airplane systems

Planning of arrival and approach

Keeping ATC communication

Although most of airline pilot tasks remain uncheadgin the airborne self separation

conditions, the changes to occur are substantéainalhneed further analysis in later reports.
New pilot tasks in iFly conditions are related teeit new responsibilities of monitoring

separation information and solving separation cctsfl Precise specification of these tasks is
dependent on technical solutions and function agsgrgee between the system and the crew.
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4 Relations of Military Aviation to Airborne self s eparation

One of the differences between European and UBaaesis the European concept of General
Air Traffic and Operational Air Traffic (respectiyeGAT and OAT). The GAT system is
designed to accommodate civil and military IFR fteathat chooses to utilize the procedures
and regulations established for civil IFR traff@ivil controllers currently manage this GAT
system. The OAT system is designed to accommodiitargair traffic only and is managed
by military controllers only using discrete commeation. Suitably equipped military aircraft
are given the option of filing as either GAT or OATIvil aircraft are required to file as GAT.
The needs of military air traffic and ATM supporeanormally beyond the scope of civil
aviation and therefore not sufficiently covered IBAO provisions for GAT. For military
training and mission accomplishment, OAT provides tegulations and ATM arrangements
necessary. The only major difference between Ewopend US airspace is the lack of

uncontrolled airspace in Europe.

Airspace can be divided into civil airspace anditaniy airspace. In the earlier days military
airspace was only for military purposes. Howevewadays civil aviation is allowed, under
certain conditions, to cross the so-called militafgmporary Reserved Areas’ (TRA'’S), to
somewhat relieve the busy European air traffic ways offer shortcuts. For the Netherlands
(and a lot of other European countries), all mijitights above national ‘grounds’ (in civil
airspace) are controlled by military air trafficntml. They will provide the flight levels,
speed levels and information about traffic and weatOnly so-called ferry flights, across the
Atlantic or Europe, are controlled by civil ATC (lvisome rare exceptions still executed by
military ATC). When flying in civil airspace, mikiry aircraft need to conform civil
procedures and regulations. In common with civitraft, the military aircraft will use the
standard airways. In the contrary, when flying itlitary airspace, there are no airways which
have to be followed. In this airspace, militarycedft are more flexible in their route on

condition that they are according to their flighdm

Because some of the military aircraft have difféngmysical characteristics than civil aircraft

(e.g., very high speed), this might result in sfecgquestions to ATC. These different
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characteristics can cause implications in the fligian). For example, a fighter aircraft has
more trouble with icing but can endure more turboke than an unwieldy big passenger
aircraft (subordinate to construction and passeogerfort). The fighter aircraft can ask ATC

respectively for lower flight levels or take thehgster) way through the turbulence area.
Besides differences in physical characteristicsyeghs in some cases the difference in crew
composition. Fighter pilots have to execute the lelilight and the accompanying tasks and

procedures on their own. They have no other cremipees to share the tasks.

Military flights arealmostalways under supervision of ATC. As mentioned befohis can
be military ATC or civil ATC. Exceptions of militgraircraft flying without ATC are;

» Military exercises in assigned areas (e.g., TRA’S)

* VFR flights (or low level flights 1000’). These dlits occur nowadays less often, and

are most applicable for fighter jets and helicopter

» Special operating procedures during missions
During missions where there is no ATC radar coverafjrborne Warning and Control
System (AWACS) personnel can provide additionabiimfation about the location of other
aircraft in that relevant area and can give fligliections to the pilot. However, this can not
be counted as full ATC.

At all times, the military pilot has to compile Bght plan which states route, flight levels,
speed etc. For all military missions (ATC or no AT@ kind of pre planned ATC will be
carried out in the form of an Air Coordination Ord&CQO) and Air Tasking Order (ATO).
By means of these orders an ‘air picture’ is giadout which airplane will be where at what
time to prevent conflicts. ‘Safe lanes’ will be pited to enter and cross the mission theatre.
Radar, Identification Friend or Foe (IFF, a trangper system), hearing out radio
communications between other aircraft and ATC/aftcand looking out of their cockpit

helps the pilots to develop good situation awarenes

Military pilots who were interviewed all stated thmilitary airborne self separation (no ATC,
an iFly-like situation) hardly ever occurs, certginot during en-route flight. In ‘no ATC’
situations, there is not much air traffic to getdonflict with. When pilots have no ATC
instructions or backup they acknowledge that theyraore concentrated on radar displays,

IFF and looking out of the window; more time ancmgy is spent in obtaining a good SA.
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For military flight there is always some coordioat between formation members, in the

form of ACO/ ATO regulations, or AWACS instructianBurthermore, military pilots often

have more advanced systems (radar, displays, IEfht Nision Goggles) then civil aircraft to

obtain a good Situation Awareness.

To summarise;

Military en-route tasks do not differ from civil epute tasks, leaving aside the
difference originating from crew composition, systeand physical characteristics of
the aircraft.

Military flights have almost always ATC, civil ATGr military ATC.

When flying in GAT (civil airspace for example dagi ferry flights), military aircraft
have to operate conforming civil regulations anocpdures.

Pilots have to compose and file their flight plamich states their route, flight levels,
speed etc. For combined air operations, an ACOAard will be composed which
states the coordination and tasking of the pasdtaig aircraft.

Airborne self separation (with no ATC) occurs vegjdom.

During the occasional flights without ATC, pilotseamore concentrated and focused
to achieve a good SA. They make more extensivadyofisheir radar system, IFF and

are looking more often out of the window.
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5 General Aviation as a Model of Airborne self sepa  ration

5.1 Current General Aviation Crew Responsibility

The traditional behavior and operational charasties of general aviation very much mimic
the expected behaviors and operations of what angdyprobably assume for a airborne self
separation system. Therefore, in many ways, geaeraion may be one of the best sources
of knowledge for futures operational guidelinesaadl as, the place where one will be most
like to identify where problems requiring technicipport will exist and what technology

might provide the best support.

Definition: According to ICAO, “general aviation comprisdkaarcraft that are not operated
by commercial aviation or by the military.” Bus&geaviatioh, one of the components of
general aviation, consists of companies and indad&l using aircraft as tools in the conduct
of their business. Other forms of general aviatiociude aerial work, agriculture, flying
schools, tourism, sport, etc. Because the higinelr members of general aviation, e.g.,
corporate jets, tend to operate in the same wayrkases, they will not be covered directly in
this section to avoid unnecessary redundancy. eRatis section will address issues
associated with light aircraft that are flown byopke primarily for pleasure, personal

transportation, and/or education.

Legal: General aviation has the same basic legal regpbiysas the other types of aviation
operations. However, in those operations thatdbaflOT involve flying for hire (e.g., flying

for pleasure) the extent of the legal liabilitydsrto be narrower.

Policies How do established policies differ from real{iye., what behaviors are, in fact,

rewarded and punished)? For example, as fuel testsme a bigger issue for the general
aviation will the pilots start to look for ways #ducing fuel burn? Because of the extremely
wide variance in general aviation operations, asdabove, the issue of the impact of policy

will vary dramatically in the general aviation comnity. For the “policy” the part of the
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general aviation that will be described here, themunity will be divided into three general
categories: owner operator, flying clubs, andakaircratft.

Owner operator: In this case, the person flying a&ircraft also owns it. Given that the
owner/pilot is not only the policy maker but is@tke pilot, it is extremely likely that the way
the aircraft is operated is one and the same Wwéloperational policy.

Flying Club: There are several different typedlyhg clubs, but this report will assume the
definition that a “flying club” is a group of peapivho co-own one or more aircraft and who
share the operating and fixed costs. In these tgpdlying clubs, it is the group of owners
who sets the policies (either the entire group aranoften an elected group of officers).
Because the members of the club also have a fialalk via their membership (in a sense
they are somewhat like a mini owner operator) dredost of that link is based on proper
operation of the aircraft, they tend to have reabtmpolicy compliance. For example, if they
over lean the engine to save fuel, they recogmaethey will directly share in the cost of the
engine overhaul. However, because in such a giwene_can bsome members who abuse
the system, most flying clubs have ways of elimmgmembers who are seen as violators of
club policy, e.qg., usually by the forced buying bat that member’s share in the club.

Aircraft rental: These commercial operations galyework the same way as most car rental
companies, with the possible exception that therair rental companies often rents the
aircraft “wet” (meaning that the gas costs areuded in the rental costs). This is usually done
so that renters do not over lean the fuel/air m&tn order to save on the fuel costs. These
rental operations generally have strict rules oackbut and currency (these rules are quite
often established by their insurance company). &emmpanies also tend to have rules that
define reasons for not allowing a person to comtitaurent their aircraft. But it is probably in

these rental operations that one might expectearsare deviations from established policy,

particularly those that are difficult to verify.

Priorities: The segment of general aviation being discudse@ tends to have lower
technology in their aircraft that support the slefforts related to the classic Aviate, Situate,

Navigate, & Communicate tasks. The technology keeé lower primarily due to the cost of

1. It should be noted that the term “business @riats not included in the official ICAO vocabuiar
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the technology and because a significant fractiothese aircraft are only used for pleasure
flying and for relatively short cross countriesg(eflying to a neighboring airport for lunch).
In these cases if the weather is bad, one simpdg ¢gme or chats with fellow “grounded”

pilots.

As a result the aviate, situate, navigate, & comigate demands do typically involve very
different levels of pilot attention and tasking wheompared to the higher technology
segments of aviation. For example, the cost ofallisg some high-end avionics can easily
exceed the cost of the remainder of the aircradtaAesult the types and kind(s) of avionics
found in general aviation aircraft tend vary sigrahtly across general aviation aircraft. With
some having only the minimum needed to operatelliggahile others are filled to the
maximum. In the minimally equipped aircraft therdll vporobably be a higher level of
cognitive and physical workload in some tasking,,enstrument flying. In the higher tech
cockpits the physical workload will be lower (e.gvith a good autopilot), but cognitive
workload may still be high from trying to remembigw to use an obscure function in rarely
used part of a piece of avionics. For the purpdsthie analysis we will primarily (but not
only) focus the lower technology cockpit to alloletanalysis process relative for iFly to
explore the full range of options.

Aviate: In general aviation the physical task of flyitigg airplane will tend to be a manual
one for several reasons: the pilot is probablynfjyout of love of flying and actually enjoys
the task. In addition, the cost of a good autopgots to high (relative to the cost of a typical
general aviation aircraft). In addition, lower caattopilots tend to be less accurate and
require significant monitoring and tweaking. Themegning cockpit instruments tend to
independent basic electro-mechanical and vacuumatgak instruments. Each instrument
collects and displays data about one variable,(aigspeed, altitude, vertical speed) and
cannot talk to each other. Thus, such instrumemilve more data sampling and data

integration by the pilot in order to safely fly tagcraft in instrument conditions.

In visual meteorological conditions (VMC) the pilof such aircraft rely significantly on
visual cues from outside the cockpit, e.g., pit€hhe@ nose or the distance of the wing tips

relative to the horizon, wind noise, rather tharmraift instruments. Given that these aircraft

(ICAO Doc 9569).
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are usually flown in VMC the cost of relatively eqsive avionics becomes even more cost
significant while providing little in the way ofgmificant operational aviating support.

Situate: Developing strong situation awareness againiregjiconsiderable cognitive effort
because of the lack of higher end technology siwcmaving maps, TCAS, and GPS. For
example, a pilot may have to rely on monitoringioadaffic to estimate the locations of other
aircraft or listen to ATC messages to other traticget a better feeling of weather ahead
because of not having weather radar. In additiocation estimation may be as basic as time

elapsed from the last waypoint times estimated mpiapeed and good map reading skills.

In particular, the general aviation pilot needsctmtinually visually “clear” the airspace
around her aircraft for other airborne traffic ahdny is observed determine if it is a threat.
Even if the aircraft is not an immediate threat pilet will need to track it until it is obvious

that it is not going to be a threat.

Navigate At the very low end (basic aircraft without deatrical system), navigation may
be performed using a paper chart marked with aiplme (so it can be erased and reused) an
accurate time piece and a thumb at the last coaflrmaypoint (usually a visually distinctive
location). In the middle one generally sees soomm fof basic radio navigation equipment
(e.g., VOR receiver and perhaps an ADF). More amenone sees a basic GPS system

containing both geographic and airspace data evbasic general aviation aircratft.

Communicate At the low end is an aircraft without an elecatisystem and no radios. One
does more and more see hand-held battery powemdvay radios in such aircraft. In the
majority of the general aviation aircraft one tyglg finds one or two built-in VHF
communications radios, and quite often a headsknhaise canceling boom-mike operated by
a push-to-talk switch mounted on the control stckoke.

It is also important to remember that most lightheyal aviation aircraft are very noisy inside
the cockpit. This is due in large part to the latlsound absorbing materials due both to the
desire to reduce weight and cost. Thus, the amb@se will impact the ease and accuracy of
radio communications. The use of headsets are aftkred to improve the communication

process.
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5.1.1 System Flexibility

The bottom line in the civil regulations, as apglie all aviation operations, is that the flight
crew always has the final authority with regardhtow the aircraft is operated, even to the
point of over-riding a request by ATC. In additidhe act of declaring an emergency will
always give the aircraft the right of way. Thisnist to say that the pilot will not be held to a
requirement of explaining why they violated a regiain or policy, or explicitly disregarded a

controller’'s request or clearance. But pilots séthin the right of final decision making.

5.1.2 Impact of the Physical Environment

One of the advantages of general aviation is thaam get to places that lack a ground
transportation infrastructure. For example, theeemaany places in Northern Europe, Canada,
and Alaska where even the basic necessities (fowdl, groceries, and even educational
materials & class assignments) are delivered bgmgrviation aircraft. In such regions, one
can still find many places in general aviation tk#tl operate very much like the early
aviation descriptions of Antoine de Saint-ExupéryBght Flight and Ann Morrow
Lindburgh’s,North to the Orient

In places like the Alaskan bush and Northern Europe does not necessarily fly the most
efficient routes, but rather route is based onrotihasiderations such as height of the terrain.
Pilots will pick waypoints (and thus routes), faxaenple, based on the ability to see the
waypoints at the planned altitude (e.g., Will | ddde to see over the mountain?) and in the

expected weather (particularly visibility) condiim

5.1.3 Social Organization

General aviation social organizations tend to dabéished to help the members achieve a
particular goal (e.g., support or hinder pendingutation). While there are several very large
pilot international organizations focused on thaegal aviation pilot (e.g., Aircraft Owners &

Pilots Associations, Experimental Aircraft Assoma) the number of members who actually
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actively participate in classic social activitiehd to be relatively small. However, there is a
strong virtual social network that is called upohen political pressure is need to try and
influence legislation that might have a negativepdiect on general aviation. This also holds
true for members of flying clubs, where social @tiBs often revolve around tasks on the
aircraft (e.g., oil changes, washing aircraft). ISactivities tend to be performed by a small

subset of the members.

5.1.4 Individuality

While the nature of the world’s air systems areebam no small part to military models,
general aviation tends to be much more individtiali©ne can see this at fly-in events in the
variety of designs and paint jobs. This individsaliis reinforced by hours of flying where

one never sees another aircratft.

5.2 General Aviation Responsibility: Current Oper  ations

The following pages are a first attempt to identtig basic set of factors for which general
aviation pilots are currently held accountable.ptactice degree of responsibility varies as a

function of the type of flight rules one is opengtiunder and the weather.

5.2.1 Visual Flight Rules

The most basic (and perhaps most fun) part of gémaeration operates under what is known
as visual flight rules, which while not all thatneamon in Europe, is common in many places
in the world. Visual flight rules need to be dissed in the iFly context because the airborne
self separation concept in many ways is a highrteldgy system that has it intellectual roots

in basic VFR operations.

Under visual flight rules the weather needs to l&hghat pilots have the ability to see other
aircraft and navigational hazards (e.g., towerddings, mountains) far enough in advance to
be able to maneuver in such a way as to avoid axards. The flight crew makes all
navigation, flight, and safety decisions as longhasaircraft maintains its required visibility

and operates in the appropriate class(es) of aiespa
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The second type of operation is generally knownnatument flight rules (IFR). In this
category the regulations are based on the abilithe flight crew to maintain control of the
aircraft only by reference to instruments and withiihe ability to see the world. Instrument
flight rules assume that there exists an air watbntrol systems which assists in the act of
separation the traffic. Instrument flight rulee dhe basic operational standard for airline

operations.

5.2.2 Instrument Flight Rules

Under instrument flight rules there are two fundatak operation environments: visual

meteorological conditions (VMC) and instrument noetdogical conditions (IMC).

Instrument Flight Rules in VMC: Generally, when an aircraft is operating under bR is

in VMC the flight crew shares the responsibility fitne separation task with the air traffic
control system. For example, it is possible to perating under IFR and to have other aircraft
operating under VFR in the same airspace. In @agitvhen operating IFR in VMC, the
pilot’s response that he sees the traffic thatAM€o has called to him, causes that pilot to
now share the task of separation from that airevéft the ATCo. The “tallyho” implies that

he, the pilot, will continue to visually track aadoid the other aircraft.

Also, in busy airport environments during VMC, stmot uncommon for controllers to clear
an aircraft operating under IFR for “visual appigawhich not only includes managing the
navigation task of attaining and maintaining aligmm with the runway, but also to

maintaining required spacing on other aircraftia landing queue ahead of them.

Instrument Flight Rules in IMC: When meteorological conditions become such that it
becomes impossible to have the required visibititgafely maintain your own separation and
you are operating in controlled airspace, then yuust be on an IFR flight plan and under
positive control. One should remember that positeatrol does NOT necessarily mean
under radar control. For example, except the nathvand southeast corners of Australia

there is no en-route air traffic control radar ba entire Australian continent!
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When operating under IFR in IMC the ATC system ctatgly assumes the responsibility for
maintaining separation between all aircraft legallyhat airspace. Thus, while knowing that
the responsibility for separation belongs to theCATthe vast majority of pilots flying in that
environment attempt to maintain a rough mental rhadethe locations and headings of
aircraft around them by listening to the radio cammations between the controllers and the
other aircraft for which they are responsible. Tiactice is common enough to even have

name: the party line.

There are regions of the world, e.g., Northern @anahere it is legal to fly general aviation
aircraft in IMC without contacting ATC and withobaving an IFR clearance. The logic is
that it would be too expensive to operate an AT§lesy in such a location and the flights are

so rare that the chance for mid-airs is statidfigadt significant.

It should also be noted that when operating a gératiation aircraft under IFR in IMC in
uncontrolled air space (not common, but possitde)traffic control does not and cannot

guarantee separation from uncontrolled aircndftch may also be in that airspace. In many

places in the world, including developed countriess possible to take-off from a remote
airport into IMC without an IFR clearance.

Also, in many places in the world one can takefaffn a small general aviation airport that
does not have a control tower (the vast majoritythe ability to contact ATC (too low for the
radio signal to be picked up by the receiving an&érwithin an assigned time window and
altitude and to pickup the details of the clearamuee airborne.

5.2.3 Current responsibility — Instrument Flight Rules (VMC)

1. Aviate:
a. Control attitude (pitch, roll, & yah)
b. Control airspeed & angle of attack
c. Control velocity vector
d. Monitor status of expendables

2. Situate

a. Know where you are
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Be aware of where everyoeése is
Know where everythinglse is

Knowledge of expendables available

®© a0 o

Knowledge of Quantity of expendables required
I. Quantity needed for primary objective
il. Quantity needed for secondary objective(s)
f. Awareness of operational environment
i. Airspace limitation
ii. Communications available
lii. Support available
1. ATC
2. Company dispatch
3. Flight Service
4. Weather
iv. Mission goals
1. Desired destination
2. Secondary destination(s)
3. Decision trade-off criteria
3. Navigate
i. Know where you are
il. Know where you are going next
lii. Know meteorological environment
iv. Know the operational environment
4. Communicate
i. Crew
ii. Ground support
1. ATC
2. Flight Service
3. Company operations
4. Tower, Unicom, or equivalent

iii. Other aircraft
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5.2.4 Basic Assumptions: Separation Standards

Contrary to what some people appear to believectineent separation standards were not
engraved on the back of the tablet that Moses Imodgwn from the mountain. The current
separation standards have been established nad lbaseilot skills or aircraft capability.
Again, looking back in aviation history the Alliesir Forces in World War Il flew bomber
missions of a thousand planes. These thousandspleeie escorted by hundreds of fighters.
And for the most part the aircraft were being flolaynyoung men fresh out of pilot training
with less than 200 hour flying experience. And wlthhere was definitely carnage, it was not
due to midair collisions. So placing an extremealyge number of aircraft together in a very

small space is not necessaamly extremely dangerous thing to do.

The current separation standards are based on d&enuaf non-aircrafttechnical and
environmental issues. These begin with the teclnigged to identify the location of each
individual aircraft. At the extremely low resoluti@nd of air traffic control techniques would
be the use of pilot reports (which is still utilzen a very large part of the world’s airspace).
In this environment, routes and procedures aredddsiup into segments. Once an aircraft
reports into a segment everyone else is keep odtlteo§egment until that aircraft calls out. Is
such a system very large blocks of airspace areqrr because the granularity of the system

can be 20 or 30 nautical miles.

Even with the current radar system the inaccurd@yviation radar makes it unable to exactly
calculate the exact location of an aircraft frone tladar return is a significant issue. This
inaccuracy of radar is such that some advancetiadiic management systems use datalink

position data from each aircraft's flight managetngystemto get a more accurate idea of

where the aircraft is in space. In addition, evérthe system had significantly higher

accuracy the scale of the radar scope to the area undefrotoresults creates a gross
distortion of the scaled size of the aircraft. hos, it is impossible for a controller to know
exactly where the aircraft is in space being controlledud the controller has to be very

conservative in her actions.

In addition, the current minimum separation stadddso must take into account several time

issues. For example, once an ATCo recognizes thsilpbty of a conflict, it takes him a
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small but practically significant amount of timeftamulate a plan. It then takes a small but
practically significant amount of time to transittie plan to one or both of the aircraft. It then
takes another small but practically significant amoof time for the flight crew to respond

verbally and yet another small but practically gigant amount of time to begin to maneuver
the aircraft. Because airline aircraft are big atebigned to be stable (i.e., keep the
passengers comfortable) that stability also sigaiftly limits the ability of those aircraft to

change attitude, direction, speed, etc. quicklystadding additional time needed to initialize
a change. Also built into the separation standauttié assumption that occasionally the flight
crew will ask for a clarification, will turn the vwng way, or want to negotiate the clearance. If
this happens the ATCo will then need several mérhase small but practically significant

amounts of time to recognize the issue, crate &simdt a corrected clearance, the flight crew
to respond verbally and to physically change thers® and/or speed of their aircraft to the

correct clearance.

Finally the separation standards are also esta&olislssuming that the ATCo could be really
busy because of heavy traffic, bad weather, orrotbehnical problems and thus be less
efficient than normal in identifying potential pdeims and thus be later than normal in

creating and transmitting that first clearance ragss

In an iFly environment the stability of the airdrafould not change, but a significant number
of “the small but practically significant amountstime” will either be eliminated or reduced.
Thus it may be possible to significantly reduce ¢dbeently required separation requirements.
There are perhaps three environments in which ont&urrently examine low technology
approximations of an iFly environment. They arpcértain military operations which need
to be done with no or minimal communications of dpye; 2) the Capstone Program in
Alaska and/or the Northern European ADS-B Netwaikg 3) the approach and arrival at
Oshkosh, Wisconsin during the week of the Expertadehircraft Association’s annual Fly-

In (i.e., Air Adventure).
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6 Unmanned Aerial Systems

6.1 Introduction

Because Unmanned Aerial Systém@JASs) are such a new player in the aviation
environment, it was felt that some additional gahbackground material should be provided
to the reader to help provide some underpinningshi® way this section of the report will be
different from those describing the other threeawn communities: i.e., general aviation,
military, and commercial. In addition, because U&erations are still in their infancy, it
will be very difficult to generate a single repretive task analysis because there are
currently so many different approaches to UAS ajpmmna.

(Robin) Murphy's Law : any deployment of robotic systems will fall shoft
the target level of autonomy, creating or exacamgata shortfall in
mechanisms for coordination with human problem éddCasper & Murphy,
2002).

Robin Murphy’s observation is something that atbarne self separation UASs operators
need to keep in mind when working with highly autded systems like modern military
UASs. While there are obviously parts of the awabam in modern military UASs that are
very reliable and relatively straight forward toeuge.g., straight and level flight, holding
patterns), but because they are used in war, tleengn(no matter how technologically
challenged they may be) will always be looking ¥eays to minimize their effectiveness.
And it is in gaps (also called brittle boundarigs)the design that one will find significant
additional operational challenges and places whexs will be made. Errors that will result
in personal embarrassment at the low end up todb&srces due to friendly fire on the high

end.

This section will address a subset of these kincdhwhan factors problems both from a
traditional human factors engineering perspecte/g.( what is wrong with the human-UAS
interface) to less traditional areas more relatedvhat might more traditionally be called
organizational psychology (differences in crew streelated to delivering weapons on a
suspected enemy) while being in theater versugylstateside and living with ones family.
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There is no intention to identify all such issulest only to highlight those that may be less
recognized and particularly those that might bagated (if not completely solved) through
the application of superior design based on goadamufactors. It will also not address either
the verification and validation or the certificatioof such systems but answers to such
guestions can be found in Wise & Wise (2000), Wiselopkin (2000), Wise, Hopkin, &
Stager (1993a) and Wise, Hopkin, & Stager (1993b).

6.1.1 Assumptions

The following discussion will assume
* The use of certified pilots to control UASs
* The simultaneous operation of more than one UABH®yoperator
* UAS will be “controlling” itself using a high quayi autopilot most of the time

UASSs have quickly become an extremely valuable todhe military and many commercial
operations. In many situations the utilization oA%$ offers significant advantages when
compared to manned aircraft. Perhaps the most saptosdvantages include: 1) significantly
lower purchase cost compared to a manned air@gftp potential loss of a flight crew, and

3) very long loiter times.

UASs also offer other advantages including potérntwer cost of operation, very long
mission and loiter times. In terms of civilian ugeir visual stealth characteristics can be
critical because of their small physical size, amdome cases the ability to operate at very

high altitudes for a long duration.

The relatively brief history of their use has shothat like all new (and old for that matter)
technology they have a set of basic design problassvell as a number of inherent issues
that are the result of them being either partiaiyully reliant on a remote operator, e.g., their

loss rate runs as high as 100 times that of aguailatrcratft.

2 The term “unmanned aerial system” is used indoisument to indicate that it includes not only #iiveraft but
all the support equipment and personnel on thergtdliat is necessary to successfully operate theaéti
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Because the military is clearly the largest andtnagtive operators of UASs this report will
rely heavily on their experiences and researchirigl This focus on military operations is
NOT intended to suggest their approach will be usedivilian operations, but only that

currently it is the largest available source obnnfiation.

6.2 Human — UAS Interaction

As with all human-machine systems there are a nurmbsignificant human factors issues
addressing the relationship between that human Udédditroller/operator and the
capabilities/intelligence of the UAS itself. Thessues vary from the basic human-UAS
interface issues (e.g., how much should it look Bktraditional cockpit?), to the more esoteric
but very important issues relating to whaésponsiblefor the actions of a “smart UAS In
trying to get a grasp on these issues we will labla couple of interesting perspectives on

effective relationships between humans and robots.

In our technological world there is a natural bieward the weltanschauung that has been
labeled a robot-focused interaction perspectivehis worldview, the most significant design
decisions are perceived as those that focus omadsan roboti¢cechnology(e.g., UASs) and
only when these are solved are the “non-technigabstions about issues such as operator
interfaces considered (because such issues areleamts residual or secondary). After all,
according to this worldview, UAS operators are oclyrently there so UASs can do things
that they could not until the state of the art bé ttechnology will allow it to be done
completely automatically (see Woods, Tittle, Fé&il,Roesler, 2002 for a more in depth

discussion).

In the eyes of designers with such a weltanschguyperators are only thereitoprovewhat
UASSs cancurrently do autonomously (in a one sense their primary taigk advance UAS

technology capabilities). These designers beltbaé advances in robotic technology should

% In this case a “smart UAS” includes everythingnfra UAS with a good autopilot to a truly intelligedAS
capable of making any number of mission criticalisiens.
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necessarilycome first and only thenshould questions about human-UAS interfaces be

discussed but only as residual or secondary issues.

A logical extension of the above weltanschauunglipte that UASs will become more
intelligent and acting more like “artificial humasilots” (or perhaps HAL of 2001 fame)
rather than a well trained dog to which they migbtv be compared. One cannot just tweak
an interface for a relatively dumb machine to mékasable with an intelligent one. For

example, try interacting with your spouse in thengavay as you interact with your dog.

When such advances in the intellectual capalslieUASs do begin to occur, consideration
will also need to be given to human interactioruéssnot only in terms of the traditional
approach of building ergonomically correct and afint interfaces; buperhaps more
importantly interfaces that allow remote humanseftectively, efficiently, and naturally
communicate, guide, instruct or takeover controbafuly intelligent UASs which will be
very different than dealing with a “dumb” UAS. Whdealing with, or taking over from, an
intelligent UAS, the interchange will necessarib/ imore like a “change of shift brief” than a

traditional “I've got it.”

And last, but perhaps more interesting in the lamg when as UASs become more intelligent
there will be a need to give a serious considematahesociologicalconsequences of having
“HAL-like” UASs as “colleagues” into a traditiondluman sphere of operations. Working
with truly intelligent machines will be very diffent from dealing with dumb machines.
Indeed, Woods et al. (2002) have argued that imabjp@al environments with human control

of intelligent UASs that human interaction shouéaaldressed in terms of both:

1. Interfaces that allow the remote humans to comnat@jayuide, instruct or takeover
control of the UASSs, and

2. Social/organizational consequences of advance\® tapability.

6.2.1 Who gets blamed (who is responsible)?
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Given the inherent potential for surprise in compiystems that operate near limits of
automata, there are two human roles which mustdrenpd for in UAS interface design. The
first role is that of UAS operator, whis responsible for_managinthe UASs robotic
capabilitiesin situ as a valued resource and focuses on supportingnihwledge, practice,
and interfaces needed to manage the robots in sigathyenvironment. This differs from
Problem Holder Rolavhich focuses on the human responsible for achgewssion goals
and the associated knowledge and experience (Webds., 2002). These are two very

different roles which require different sets ofalptovided in different ways.

6.2.2 Stress

An unusual set of stressors have been reportediligrn UAS operators who are operating

the UAS remotely in theater while stationed outlwfater. The first is the fear that a UAS
they are controlling might have a midair with a cade (whose family he/she may know
well) who is actually flying a mission in-theatdihey fear that they may put comrades in a
war zone even more at risk, while they are safeoate.

Another stressor is the occasional need for a aahsturge mode. While this may be the norm
when in-theater, it is much more stressful whenuspaand children want to know why you
cannot be home more, attend more school functietts, It is much easier for family to
understand and accept these situations when tiserp& away from home, than when they
are “home.” In fact, a recent U.S. Air Force studgicated that UAS operators working from
their home base in the US, reported as twice ashnstress as those working in theater
(Tvaryanas, 2006).

6.2.3 Stress and Operator Performance

The reason for the above discussion is two foldrstFit is well known that stress can
significantly impact human performance. Too litlled too much stress precipitates decreases
in human performance. Thus, the ability to keepUA& crews at optimal stress levels is an
important operational characteristic. One can obtdietter performance by either

manipulating the stress environment to put the atpes with the desired stress range, or one
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can select personnel whose optimal stress levetshmhbose of the environment. Both are
effective, but a mix of the two is probably the meBective approach.

Traditionally the military has expended a signifitzffort to develop test instruments that
select the people with the “right stuff” for a givepecialty. Thus, it might be worthwhile to

identify the personality and skill characteristibat might be used to predict who would have
the greatest success performing remote UAS typesioms. It would also probably be

worthwhile to be able to identify who would deritree greatest satisfaction from this type of
duty. It seems reasonable to believe that appr@pparsonality types might not only do a
better overall job, but may also want to stay witASs and thus, over time, help build a

stronger and possibly operationally superior cadfdAS operators and command staff.

6.3 Pilot — UAS Interface Issues

Interface (noun): an arbitrary line of demarcation set uporder to apportion the
blame for malfunctions. (Kelly-Bootle, 1995, p.130

The human-machine interface has always served aeparposes beyond getting relevant
information in the appropriate format to the humara timely manner. The Kelly-Bootle
definition above is not only cute, but very relevém the issue of responsiblity. In many
accidents reports there is a paragraph or twodéstribe that the necessary data or controls
were present, and ergo it must be pilot error.frearly film (circa 1960) produced by the
American Psychological Association for televisiantiged “Of Men and Machines,” one of
the opening scenes is at an aircraft accident amdi@e over of a pilot describing the
interface, “Pilot error hell! It takes 30 secondsstvitch fuel tanks and you only have 10. Try
it once & you will see.” The battle to assign tharbe to someone or something else will
continue as long as there are accident investigdtoards. The real and very important issue
is that the datanot only needs to be there, but needs to be in a formatighaerceptually
obvious and clear, while its meaning being inta@lywobvious to 1) a high stressed operator
(people’s lives may be on the line) who is 2) alsaler high workload (e.g., operating
multiple UASs and supporting several groups obiatid soldiers who are in contact with the

enemy), while 3) being circadian desynchronistic.
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6.3.1 What is a normal interface?

Inevitably, sooner or later critical resources vk lost or will fail during missions. As
systems become more complex (i.e., large numberrgetependent components) there will
be an increase in the probability that the failof@ne component will have negative impact
on other components and thus the entire systemReeew 1964). Highly automated UASs
tend by necessity to be complex and are designbkd tesistant to chain reaction failures. But
as every military pilot has been told, they ar&juto be flying the finest aircraft in the world
that were designed and built by the lowest biddeost (and weight) always trumps
redundancy at some point in the design so therkealvilays be system brittleness at some

point for chain reaction failures.

As assets are lost, how can the interface suppatoperator's ability to dynamically
reconfigure or gracefully degrade the UAS so thatrhission can be successfully completed?
Therefore, a general buéry significanthuman-machine interface issue for UASs will be how

to assist human team members

- 1) to recognize the approach to brittle boundawéhin the system (i.e., where

things are more likely to fail or degrade),
- 2)to understand, when and how to intervene, and

- 3) to act effectively, e.g., to effect a naturatlantuitive transfer of control (cf.
Woods, Tille, Feil, & Roesler, 2002).

This cannot be solved by creating procedures feryepossible set of interacting failures; the
potential N is way too large. Nor can it be alwapdved by engineering - weight, cost, and

complexity limits will provide the natural limits.

The best hope for a solution is a natural and paet interface. That is an interface whose
operations are so natural to the user that it Bogmtly decreases the time till the operator
“becomes one with the UAS” as well as that whenetbimg off-normal happens the operator
quickly and naturally moves to perform the corractions. The creation of such an interface
cannot be accomplished by another wise highly exkiboftware engineer, or by an UAS

operator. Rather it requires a design team thigtaid by a skilled human factors professional.
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The interface needs to take into account not owigtian traditions but also human cognitive,
perceptual, and motor capabilities. The interfaceds to be standardized not only in the
normal sense organizing components, but also inwhg that Apple standardized their
interface such that after a small amount of expeaeone could go to any application, by any

vendor and perform basic operations without anyiptes experience.

6.3.2 Change Blindness

To demonstrate the significance of ecological infation one only needs to look at what is
called “change blindness.” In a number of studieange blindness has been demonstrated
when very large and significant visual events cacuo and be totally missed by an active
viewer. For example, participants asked to watghoaip of people and count the number of
times the ball was caught by person wearing a icect@or shirts, missed a woman walking
through the scene carrying an umbrella (Neisser51®eisser, 1979) or a man walking
through the scene dressed in a gorilla suit (sger&ilbelow) over half of the time (Simons

& Chabris, 1999). This phenomenon has also bdmiddinattentional blindnes§Simons &
Ambinder, 2005).

Figure 3. Gorilla walking through basketball pagsi
experiment (from Simons & Chabris, 1999).
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If missing a person walk through a scene in a lgosiliit can happen to active viewdre.,
people actively monitoring a display look for aa&bntained in the same area as the very
unusual test stimulus) then it might explain a d&dt “pilot error” accidents where the
subsequent investigation indicates that all thérielogy was operating ‘correctly’ and the
data was indeed there (e.g., the classic L-101ideatcin the Everglades). Now, if one
imagines an UAS operator who is monitoring a sritatlk of UASs for all the assigned data,
one can quickly envisage how change blindness mmgult in a significant event being

missed.

A basic question then is: does change blindnesaredn an operational, rather than an
experimental environment? It is a pretty safe It tit happens regularly, but that the
expertise and experience of the operator combinigld the redundancy of the operating
system (e.g., ATC, wingman, avionics) catch andegiteliminate or minimize their

consequences. A military pilot involved in a combassion, by necessity is directly and
continuously involved in monitoring the state oftlsystems and the geographical and
operational position of the mission. As such thexea greater chance, as indicated by
empirical evidence (e.g., Werner & Thies, 2000pnt tthe active pilot will have a higher

chance of overcoming the negative potentials ohghablindness. Now, if we imagine an
UAS operator who is monitoring a small flock of U&Svhere only partial attention can be
paid to any one of them, it does seem reasonaldsdome that they will be more likely to

miss significant events.

6.3.3 Mitigation of change blindness

Because there are currently few ways of identifyang mitigating change blindness in a true
natural environment not to mention an environmehéeng the enemy is trying to hide their
“gorilla,” research needs to be done that will igdignwhat can be done in terms of ecological
interface design and the “social interaction” susjgeé by Woods et al. (2002) so that it
minimizes the probability of change blindness ie tine operator to many UASs scenario.
What interface design changes need to be in placassist the operator to more quickly
become aware of the potentially missed event ontsvand to assist in either eliminating or
mitigating the consequences of that blindness.
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Another, but much less explored, approach wouldobapply the techniques and tools that
have been used by motion picture directors andediior decades to naturally draw the
observer’s eye to the point that the director wahts observer to fixate on (see Wise &

Debons, 1987b for a discussion of some of theseigues).

6.3.4 Ecological issues

Another significant ambiguity which occurs for UASperators involves perceived rate of
motion. The relationship between optic flow anderat motion in the environment depends
on our eye’s focal length versus camera’s in the&SUphatform. Thus, the optic flow rate in the
image could result in the natural human percegit@tess perceiving a much faster or slower
moving object than it is. When viewing video fromeanote UAS system our visual system is
processing the optic flow without motion feedbaokormation and based on an eye past
experiences while flying. These perceptual disanes will introduce ambiguities and
misperceptions of perceived events by the humamnatps both with and without extensive
flight experience (see Woods et al. 2002 for awdismn of this phenomenon in ground based

robots).

Woods et al. (2002) defined functional presencehasability of remote observers to have
sufficient information available to their sensesat effectively function as well as if they
were directly perceiving and acting in the remot@i®nment. When the designer fails to
appreciate the impoverished nature of theological information available in remote
perception, they are surprised by the problem®&gsgators have. In one study remote ground
controller of ground based robots were asked tokttheir spatial location and identify
objects based on video from a remote reconnaissaumgsion, and found that neither task
could be performed very well. Such results leadht® conclusion that the raw information
needs to be enhanced to recover what was lostebgetboupling the human perceptual system

from the environment being explored.

When one looks at the state-of-the-art UAS cordtations one see a decrease in available
ecological information, when compared to even a lemd aircraft crewstation. This
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diminution of information is evident long before eoreven considers the loss of all the
traditional “seat-of-the-pants” cues that have beleminated by being a remote ground based
operator. However, to achieve effective coordimabetween the remote operator and a UAS,
past research has shown that there needs toiberaasein the levels and kinds of ecological
feedbackoetween the operator and the UASs. The increasdsreenclude information not

only about their current status, but particulatbpat their future activities.

6.3.5 Situation Awareness

Absolute situation awareness is prohibitively gpstl terms of both financial and human
workload costs. However, it is recognized that tledowing issues are minimum

prerequisites of good situation awareness in tiérabof UASS:

1. An active and engaged human operator — engagesianthallenge when controlling

multiple UASSs that are performing different typdsrossions in a variety of locations.

2. Delegation of the appropriate tasks to automatidhis-becomes a challenge as the
amount of control for the various UASs being colté changes through out the

mission.

3. Observability and projection of future automatiasti@ns — being able to intuitively
predict how the UAS will perform without the tradial seat-of-the-pants cues and

other emersion cues is a design challenge.

4. Information abstracted and distilled to the appiaipr level for UAS operation is
always a challenge, while being able to maintaengloper level of abstraction as the

degree of control changes is very difficult andallsuignored.

5. Provide salient mode transitions — not knowingW#eS has changed operating modes

can be even more disastrous in a UAS than in a ethaincraft.

6.3.6 Auviation Specific Skills

Another reason why the background of the opera&w Ieen raised in a paper primarily
addressing human factors of the operator interfadbat different UAS interfacesay be
more effective for operators with different typdsflging experience. It might also be useful
to consider how a UAS interface might be differémt operators with only a UAS flying
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background, as opposed to those who have signifiegperience in traditional flying. For
example, current certified pilotsay feel more comfortable with having continual access

the traditional basic flight instruments even thiougeymay provide very little value to the

successful completion of UAS missions. On the obtaard UAS-only pilots without any type
of significantflight experience might quickly derive significasituation awareness from non-
traditional format based on forms one might findvickeo games.

6.4 Workload Issues

It has been reported that the remote operatorsnaidsined Ground Vehicles (UGV) used in
search and rescue operations (e.g., World TradéeCdturricane Katrina) have experienced
such high workload and stress levels that they ectdmteaks every 30 to 45 minutes. In
addition, it is well established in the psychololigerature for decades that there is a
significant relationship between workload levelsl &mman performance (see Alkhouri, Hall,
Wise, & Smith, In Press and Alkhouri, Hall, Wise,Smith , 2002). That relationship takes
the form of an inverted “U” curve, such that besinfan performance takes place with
medium stress, while low or high levels of streggeha significant negative impact on human

performance.

It has also been recognized that the workload/pmidace curve moves left and right as a
function of the task being performed. A simple asetask needs higher workload to obtain
the best system performance, while a very comsk heeds a lower level of workload to
achieve the best system performance. Thus, a U&Stg controlling the same UAS but in

two different operation environments could have twery different points of optimal

performance.

6.4.1 Potential UAS Crew Responsibility

The currentbehavior and operational characteristics in tighflof UASs vary dramatically
even in what one would consider the most consemvaiperators, the military. For example
in the United States military the Air Force usedrent military pilots (i.e., commissioned

officers) who are assigned to UAV duty for one touhile the Army used non-pilot enlisted
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personnel. Not only does the distinction of usé&rahed combat pilots versus non-pilot UAS
controllers tell the reader about the drasticaliffecent visions of the correct operating
philosophy of these two branches of the militarpoé country, but perhaps the differences in
the perception of the level of accountability midgest be demonstrated by the selection of

commissioned officers versus enlisted personnel.

Legal: The rules and regulations for what is define@d &$AS, versus what is not a UAS are
still in a state of flux around the world. For exalm would a teenager flying a remotely
controlled model airplane fall under the regulatidhnot, what if the model airplane she is
flying had a 3 meter wing span? What about a 1@meingspan??? What if it weighted 0.25
kilos? What if it weighed 250 kilos? As a resuk tlegal responsibilities are still in a state of
flux and probably will depend more on the skill arebsources of the respective attorneys

involved in resolving any legal issues.

Policies In the UAS domain the possible set of policie again vary dramatically. The

military will have the strictest set of policiesatihcan be enforced quite rigidly. In the middle
would be the commercial operations trying to deteerhow to break into the business of
hauling freight. At the lowest level might be almigchool science class using a small UAV to

do an aerodynamics study.

Priorities: The UAS being discussed here will tend to hawade variety of technology (e.g.,
the ability to control a UAS on the other side foé tvorld in near real time with the ability to
collect and analyze environmental samples to tigtt Bchool class doing it aerodynamics
study within the confides of a sport’s stadium).efigfore, the technology that supports the
operator’s efforts related to the classic Aviatéu&e, Navigate, & Communicate tasks will

also vary dramatically both in terms of quality apéantity.

As a result, the aviate, situate, navigate, & comicate demands will involve very different
levels of pilot attention and tasking. In additiohe complete loss of any “seat-of-the-pants”
feedback can add to the control challenge. Alse léhge number of unknowns in this rather
new domain will impact the ability to determine h@an UAS operator will aviate, situate,
navigate, and communicate. Thus the results Wilyi be subject to significant variance even

if one were looking at only one type of operatierg., military.
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Aviate: In UASs the physical task of flying the airplacen vary from highly an autonomous
to a manual one depending on not only on the lef/ééchnology, but also on the physical
environment (e.g., can control signals reach theS)JAand the mission (e.g., a military
mission may require direct operator for safety eeassuch as to avoid a friendly fire
incident). Again depending upon the level of tedbgg the operator may have a either a
synthetié and/or an enhancgdision system of the environment around the UASato

extremely simple “needle, ball, and airspeed” skeinstruments. Thus, the difficulty of

effectively aviating an UAS can vary dramatically.

Situate: The ability to develop strong situation awarenegain requires considerable
cognitive effort depending on the ability of theeogtor to relate how the UAS relates to its
operating environment and mission requirements.eikample, the operator may have to rely
on monitoring radio traffic to estimate the locasoof other UASs and aircraft and even listen
to ATC messages to other traffic to get a bettetirig of weather ahead because of not

having weather radar.

Location estimation may be as basic “dead reckdniing, flying a fixed heading and speed

for a given amount of time), to the use of GPS thatdata linked back.

When the UAS lacks of ability to “sense and avdiwBy are often restricted to operations in
protected airspace.

Navigate At the very low end navigation may be as basiedd reckoning” (i.e., flying a
fixed heading and speed for a given amount of tine}he use of GPS data be data linked
back and coordinated with the available SVS an®&WS. Precision in navigation can
significantly vary in terms of both time and locatiaccuracy.

Communicate Again depending on the level of technology ansion the ability to
communicate with the UAV and its controlling entiyill vary dramatically — from high
bandwidth data-link from the other side of the wlotd line of sight of the UAV from the
operator standing in a field with a hand held colninit.

* Synthetic vision is a computer generated scenegusied and updatable data bases.
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6.4.2 System Flexibility

Again flexibility of the UAS will vary dramaticallydepending once again on the level of

technology.

6.4.3 Impact of the Physical Environment

The physical environment can dramatically impae& dperability of UASs. For example,
turbulence and other weather can significantly degrthe ability of the UAV to fly safely.

Likewise, terrain can impact the line-of-sight beem the controller and the UAV required for
a clear communication channel with the UAS. Otheatlier may likewise negatively impact

the signal going to and from the UAV.

6.4.4 Social Organization

Because of the relative newness of UASs the autkoosv of no social or professional
organizations for UAS operators. In addition, tm¥isonment for most UAS operations are
more like an office, than a cockpit. Cockpits ofteave a knowledge of a shared fatieat

pulls the individuals of a crew closer togetherialbhe even after a mission, but it is not clear,

whether such bonding can emerge in the office.

6.5 UAS Responsibility: Current Operations

The following pages are a first attempt to identifig basic set of factors for which UAS
operators are currently held accountable. In practiegree of responsibility varies as a

function of the type of flight rules one is opengtiunder and the weather.

® Enhanced vision system use sensors to presesna selevant to operating the UAS
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6.5.1 Visual Flight Rules

Primarily, (non-military) UASs operates under whstknown as visual light rules. Under
visual flight rules the weather needs to be suekh pilots have the ability to see other aircraft
and navigational hazards (e.g., towers, buildingsuntains) far enough in advance to be able
to maneuver in such a way as to avoid any hazanddASs the term “sense and avoid” is
being used to describe this type of operation wtien UAS is out of direct sight of the
operator. Sense and avoid describes the use afrsefesg., IR, EO, radar) to detect aircraft
and other hazards to either maneuver around theniasm the operator. To date there are no
civil aviation regulations that define what is neédor an UAS to say it has the capacity to
“sense and avoid.” As a result, non-military UASs #asically restricted to very limited
restricted airspace. Therefore, new regulationsmveéd to be created for UASs to be able to

operate in a “VFR like” environment outside of theiirrent restricted airspace.

6.5.2 Instrument Flight Rules

The second type of operation is generally knownnagrument flight rules (IFR). In this
category the regulations are based on the abilitheflight crew to maintain control of the
aircraft only by reference to instruments and withthe ability to see the world. Instrument
flight rules assume that there exists an air watbntrol systems which assists in the act of
separation the traffic. Instrument flight rules dhe basic operational standard for airline

operations.

Even for operations in positively controlled airspahe requirement to be able to see/sense
and avoid when the aircraft are in VMC still holdSo again, until the regulations are
modified so that sense and avoid is possible IF&aipns outside of restricted airspace is

currently not permitted.

® Shared fate refers to the belief that if theralftoccrashes everyone is likely to die.
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7 Conclusions

On the basis of the work done the following conidaos can be drawn:

The termresponsibilityhas all the relevant connotations to communicdexjaately
the ideas expressed in the iFly Project Annex pe@slly of human- machine
systems, so there is no need to replace it agttountabilityterm.

Persons having goals have become responsible fioewvdieg these goals and having
(real or potential) conscious awareness about tfdns. state of affairs is typical to
fulfilment of any functions by human independerdlyas a participant in the human-
machine system.

Situation awareness is specifically goalented Supporting SA means supporting
cognitive processes of the operator and keepingpleeator in control holds his / her
situation awareness at appropriate quality level.

While amplifying, delegating and extending funcgoin the design process we need
caution not to create function substitution anchituy the designed function into
prosthesis of human operator.

Goal-driven task analysis has been performed onneengial aviation en-route data
and listings of current and changing tasks undb&oane self separation conditions are
available. Changing tasks of cockpit crew are: Nmmmg lateral cruise profile,
Monitoring vertical cruise profile, Monitoring spae Monitoring of the airplane
systems, Planning of arrival and approach and kegefdT C communication.

The separation information monitoring and confhiesolution become the new tasks
and new responsibilities of the cockpit crew irbaimne self separation conditions.

In military aviation the occasions of airborne ss#paration are rare. Under airborne
self separation, pilots are focussed to achievomdgsituation awareness.

Flying by visual flight rules with the use of theee and avoid principle” is a good

model of low end airborne self separation.

28 December 2007 TREN/O7/FP6AE/S07.71574/037180 IFLY Page 67/88



iFly

6" Framework programme Deliverable 2.1

In the case of UAVs the similar “sense and avoidfi@ple holds for detecting aircraft

and other hazards to either manoeuvre around themfarm the operator. Today

there are no civil aviation regulations that defimeat is needed for an UAS to say it
has the capacity to “sense and avoid.”

The results of the present report will be used amdkergo further development in the
following deliverables of the Work Package 2. Ie tteliverable 2.2 the concept of SA
under airborne self separation will be extendedirtvoduce traffic and mode

awareness as two key elements to surveillancejae$abetween SA and workload of
pilots and the necessity of measuring both of tlegna later stage of airborne self
separation concept development will be discussedowdedge and information

requirements for non-traffic SA, for strategic plang and tactical decision making
will be reviewed. The cognitive functions and rasgbilities of the airborne self

separation system in normal situations and in sglaif conflicts will also be analyzed

in the next deliverable of Work Package 2. In tame document the relations of this

airborne self separation with SESAR will be evatdat
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9 Appendices

Appendix 1. The results of goal- oriented cognitive task analysis:

Listing of tasks during en-route phase of flight

Cruise (en-route part of flight with modern jet air liner
from waypoint A to waypoint B)

1. Normal situations
1.1. Monitoring lateral cruise profile

1.1.1.
1.1.2.
1.1.3.
1.1.4.

Asking 'shortcuts' from ATC (direct track; skipping some waypoints)
Asking weather avoidance from ATC (e.g. clouds, thunderstorms)
Getting shortcuts from ATC

Getting radar vectors from ATC (for traffic separations)

1.2. Monitoring vertical cruise profile

1.2.1.

1.2.2.

1.2.3.

1.2.4.

1.2.5.

1.2.6.

Asking climb from ATC (considering: airplane weight and/or navigation system
calculations and distance to top of descent; weather conditions - winds, turbulence,
tropopaus; maximum certified flight altitude; altitude in ATC flight plan)

Asking climb/descent due to weather conditions (turbulence - tropopaus, jetstream
etc; area of turbulence - how long & on what altitudes; strong headwinds etc)
Changing flight levels due to ATC restriction (other traffic; change of odd/even level
etc)

Asking of climb above optimum flight level (assuming ATC restrictions to climb later
during peak hours in intense traffic area)

Asking/getting early descent (assuming ATC restrictions to descent during peak
hours

in intense traffic area)

Asking early descent (expecting shortcuts during arrival and/or approach)

1.3. Monitoring speed

1.3.1.
1.3.2.
1.3.3.
1.3.4.

Changing speed to arrive according plan (punctuality)

Reducing speed for passenger comfort (due to turbulence)

Changing speed due to ATC restrictions (traffic separations)

Changing speed due to ATC restrictions for arrival (estimated approach time)

1.4. Monitoring of the airplane systems

1.4.1.
1.4.2.
1.4.3.
1.4.4.

Flight instruments and displays

Doors and windows

Air systems (air conditioning, pressurization)
Anti-icing systems
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1.4.5. Automatic flight
1.4.6. Electrical systems
1.4.7. Powerplants
1.4.8. Fire protection systems
1.4.9. Flight controls
1.4.10. Navigation systems
1.4.11. Fuel systems
1.4.12. Hydraulic systems
1.4.13. Landing gear
1.4.14. Warning systems
1.4.15. Communication systems

1.5. Monitoring of attitude and flight parameters
1.5.1. Monitoring of attitude (comparing bank and pitch with target parameters)
1.5.2. Monitoring of actual flight parameters (comparing speed, altitude and heading with
target parameters)
1.5.3. Monitoring of thrust (comparing of engine thrust with target parameters)

1.6. Monitoring airplane lateral balance
1.6.1. Check of fuel quantities
1.6.2. Check of aircraft trim
1.6.3. Check of symmetrical thrust

1.7. Informing passengers about flight progress
1.7.1. Making passenger announcement in the beginning of cruise
1.7.2. Making passenger announcement before starting descent

1.8. Planning of arrival and approach

1.8.1. Getting weather for destination aerodrome

1.8.2. Getting additional information for destination aerodrome (from NOTAMs, ATIS,
ATC
etc about aerodrome operations - expected delays, system degradations, works in
progress etc)

1.8.3. Selecting and setting up for appropriate arrival and approach

1.8.4. Planning of starting descent (considering ATC restrictions, passenger comfort,
terrain etc)

1.8.5. Making arrival and approach briefing

1.9. Documentation management

1.9.1. Using appropriate maps and charts

1.9.2. Monitoring and filling in operational flight plan

1.9.3. Performing engine monitoring (if applicable)

1.9.4. Keeping voyage report updated (if applicable)

1.9.5. Preparing general declarations (for destination aerodrome - if applicable)

1.9.6. Preparing manual loadsheet for next leg (if applicable)

1.9.7. Preparing information for next leg (for supervisor: fuel numbers, trip time,
alternates,
mass and balance information)

1.10. Keeping ATC communication
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1.10.1. Changing frequencies
1.10.2. Complying clearances
1.10.3. Receiving any other information

1.11. Manage resources efficiently
1.11.1. Planning operations according everyone's competency, reliability, fatique, etc.
1.11.2. Keeping optimum level of automation
1.11.3. Keeping everyone (crew, ATC etc) appropriately informed
1.11.4. Planning operations according airplane's capabilty and operability
1.11.5. Keeping airplane and it's systems in appropriate configuration

2. Special situations (supplementary procedures)

2.1. Additional testing of airplane systems (to verify normal operation of system)
2.1.1. Altimeters (difference)
2.1.2. Window heat system
2.1.3. Wing-body overheat
2.1.4. Fire protection system
2.1.5. Weather radar
2.1.6. Navigation system check (comparison of airplane position determined by raw data
and navigation system)
2.1.7. Other systems

2.2. Using manual mode of pressurization system
2.3. Balancing fuel

2.4. Minimizing impact of adverse weather
2.4.1. Heavy rain
2.4.2. Turbulence
2.4.3. Windshear
2.4.4. Thunderstorms
2.4.5. Lightning strike
2.4.6. Static electricity

2.5. Recovering airplane to normal flight envelope
2.5.1. Recovering from stall
2.5.2. Recovering from overspeed
2.5.3. Recovering from unusual attitude

2.6. Informing passengers about special events
2.6.1. Encountering turbulence (to fasten seatbelts)
2.6.2. Diverting to alternate aerodrome
2.6.3. Other special events
2.7. Helping other aircraft (distress calls)
2.8. Communicating with dispatch and/or maintenance (technical issues)

2.9. Minimizing impact of inoperative airplane systems
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2.9.1. Taking account of inoperative systems allowed with MEL (minimum equipment list)
2.9.2. Taking account of in-flight malfunctions

2.10. Minimizing impact of loss of ATC communication
2.10.1. Following the communication failure procedures
2.10.2. Finding out the reason of communication failure
2.10.3. Trying to establish communication by alternate means

2.11. Correcting flight path to avoid conflict situations
2.11.1. Avoiding restricted airspace
2.11.2. Avoiding other traffic (e.g. reducing vertical speed to avoid TCAS warning)

3. Abnormal and emergency situations

3.1. Correcting situation conditioned of non-normal oper ation of airplane systems
Solving non-normal situations related with...
3.1.1. ...airplane structural damage (doors, windows, body)
3.1.2. ...air systems
3.1.3. ...anti-icing systems
3.1.4. ...automatic flight
3.1.5. ...communication systems
3.1.6. ...electrical systems
3.1.7. ...powerplants (engines and APU)
3.1.8. ...fire protection systems
3.1.9. ...flight controls
3.1.10. ...flight instruments and displays
3.1.11. ...navigation systems
3.1.12. ...fuel systems
3.1.13. ...hydraulic systems
3.1.14. ...landing gear
3.1.15. ...warning systems

3.2. Correcting situation to avoid collision
3.2.1. Manoeuvring to avoid collision with other airplane
3.2.2. Manoeuvring to avoid terrain

3.3. Minimizing the outcome of medical emergency
3.2.1. Passenger health problems
3.2.2. Crew member incapacitation

3.4. Solving the situation caused by external threat
3.4.1. Hijacking
3.4.2. Bomb warning

3.5. Correcting any other abnormal or emergency situatio n
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Appendix 2. The listing of the cognitive tasks in G eneral Aviation en-route flight

Cruise flight with modern general aviation aircraft from point A to point B

1. Normal situations
Monitoring lateral cruise profile

Identify current position
Look out window & compare to map
VOR-DME
Cross trianglization of VORs and or ADFs
GPS

Compare actual to desired position

Given conditions identify the best track for the purposes of the flight (e.g.,
delivery of goods, sight seeing)

Plan the revised track including issues such as fuel burn and timing

Checking weather conditions along new from appropriate sources

Perform maneuvers to attain new track using dead reckoning and or navigation
aids (e.g., VOR, GPS)

Monitor performance in maintaining desired track & make corrections as
necessary

Monitor area for other traffic maneuver

Getting radar vectors from ATC (for traffic separations)

Control lateral cruise profile
Manipulate pitch, bank, & power to attain desired lateral profile

Visually scan airspace for other aircraft
Perform maneuvers as necessary to be able to clear areas blocked by airframe

Visually monitor meteorological conditions

Visually monitor terrain for potential emergency la nding locations

Monitoring vertical cruise profile
Determine optimal cruise altitude considering: airplane weight; weather
conditions - winds, turbulence, maximum flight altitude of aircraft and

humans (Oxygen availability), determine optimum altitude and purposes of
the flight (e.g., delivery of goods, sight seeing). Begin climb or descent
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using appropriate power and configuration. Clear for traffic (particularly
significant it descent for look below and in climb for looking for what is
hidden behind nose of aircraft.

Control vertical cruise profile
Manipulate pitch, bank, & power to attain desired vertical profile

Monitoring speed
Change speed to meet arrival goals
Change speed to achieve efficient fuel burn
Reducing speed for passenger comfort (due to turbulence)

Control speed
Manipulate pitch, bank, power, & propeller pitch to attain desired speed

Monitoring of the airplane systems
Flight instruments and displays
Anti-icing systems
Automatic flight
Electrical systems
Powerplants
Flight controls
Navigation systems
Fuel systems
Hydraulic systems
Landing gear
Warning systems
Communication systems

Control of attitude and flight parameters
Monitoring of attitude (comparing bank and pitch with planned)
Adjust attitude as required
Monitoring of actual flight parameters (comparing speed, altitude and heading
with planned)
Monitoring of engine (comparing of engine RPM and fuel flow with plan)
Adjust engine as required as required
Monitoring airplane lateral balance
Check of fuel quantities
Cross feed as necessary
Check of aircraft trim
Adjust as required
Check of symmetrical thrust (Multi engine aircraft only)
Adjust engines as required
Communicate with passengers about flight progress

Planning of arrival and approach
Getting weather for destination aerodrome
Getting additional information for destination aerodrome (from NOTAMSs, ATIS,
ATC etc about aerodrome operations - expected delays, system degradations,
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works in progress etc)
Selecting and setting up for appropriate arrival and approach

Planning of starting descent (considering ATC restrictions, passenger comfort,
terrain etc)

Documentation management
Using appropriate maps and charts
Monitoring and filling in operational flight plan
Performing engine monitoring (if applicable)
Keeping flight plan updated
Preparing general declarations (for destination aerodrome - if applicable)
Preparing manual loadsheet for next leg (if applicable)
Preparing information for next leg (for supervisor: fuel numbers, trip time,
alternates, mass and balance information)

Keeping ATC communication - where necessary
Changing frequencies
Complying clearances
Receiving any other information

Manage resources efficiently
Planning operations according everyone's competency, reliability, fatigue, etc.
Planning operations according airplane's capability and operability
Keeping airplane and it's systems in appropriate configuration

2. Special situations (supplementary procedures)

Additional testing of airplane systems (to verify normal operation of system)

Navigation system check (comparison of airplane position determined by raw
data and navigation system)

Other systems

Balancing fuel
Change fuel flow
Monitor balance
Return fuel flow to normal

Minimizing impact of adverse weather
Heavy rain
Turbulence
Windshear
Thunderstorms
Lightning strike
Static electricity

Recovering airplane to normal flight envelope
Recovering from stall
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Recovering from overspeed
Recovering from unusual attitude

Helping other aircraft (distress calls)
Communicating with dispatch and/or maintenance (technical issues)

Minimizing impact of inoperative airplane systems
Taking account of in-flight malfunctions

Minimizing impact of loss of ATC communication (whe n necessary)
Following the communication failure procedures
Finding out the reason of communication failure
Trying to establish communication by alternate means

Correcting flight path to avoid conflict situations
Avoiding restricted airspace
Avoiding other traffic

3. Abnormal and emergency situations

Correcting situation conditioned of non-normal oper ation of airplane systems
Solving non-normal situations related with...
airplane structural damage (doors, windows, body)
air systems
anti-icing systems
automatic flight
communication systems
electrical systems
powerplants (engines and APU)
flight controls
flight instruments and displays
navigation systems
fuel systems
hydraulic systems
landing gear
warning systems

Correcting situation to avoid collision
Maneuvering to avoid collision with other airplane
Maneuvering to avoid terrain

Minimizing the outcome of medical emergency
Passenger health problems
Crew member incapacitation

Solving the situation caused by external threat
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Correcting any abnormal or emergency situation

Appendix 3. Changes in pilot tasks during iFly flig ht compared to current
situation (en-route part of iFly flight from waypoi nt A to waypoint B)

See explanations of abbreviations and of color mpdind comments at the bottom of the
table.

iFly flight
1. Normal situations

1.1. Monitoring lateral cruise profile
No task

Pilot
resp.
No task
Pilot
resp.

1.2. Monitoring vertical cruise profile
Pilot
resp.

Pilot
resp.

Pilot
resp.
No task

No task

Pilot
resp.

1.3. Monitoring speed
1.3.1. Changing speed to arrive according plan (punctuality)
1.3.2. Reducing speed for passenger comfort (due to turbulence)
Pilot
resp.
Pilot
resp.

1.4. Monitoring of the airplane systems
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1.4.1. Flight instruments and displays
1.4.2. Doors and windows

1.4.3. Air systems (air conditioning, pressurization)
1.4.4. Anti-icing systems
1.4.5. Automatic flight
1.4.6. Electrical systems
1.4.7. Powerplants
1.4.8. Fire protection systems
1.4.9. Flight controls
1.4.10. Navigation systems
1.4.11. Fuel systems
1.4.12. Hydraulic systems
1.4.13. Landing gear
1.4.14. Warning systems
1.4.15. Communication systems

1.5. Monitoring of attitude and flight parameters
1.5.1. Monitoring of attitude (comparing bank and pitch with target
parameters)
1.5.2. Monitoring of actual flight parameters (comparing speed,
altitude and heading with target parameters)
1.5.3. Monitoring of thrust (comparing of engine thrust with target
parameters)

1.6. Monitoring airplane lateral balance
1.6.1. Check of fuel quantities
1.6.2. Check of aircraft trim
1.6.3. Check of symmetrical thrust

1.7. Informing passengers about flight progress
1.7.1. Making passenger announcement in the beginning of cruise
1.7.2. Making passenger announcement before starting descent

1.8. Planning of arrival and approach

1.8.1. Getting weather for destination aerodrome

1.8.2. Getting additional information for destination aerodrome (from
NOTAMs, ATIS, ATC etc about aerodrome operations -
expected delays, system degradations, works in progress etc)

1.8.3. Selecting and setting up for appropriate arrival and approach

1.8.4. Planning of starting descent (considering ATC restrictions,
passenger comfort, terrain etc)

1.8.5. Making arrival and approach briefing

1.9. Documentation management
1.9.1. Using appropriate maps and charts
1.9.2. Monitoring and filling in operational flight plan
1.9.3. Performing engine monitoring (if applicable)
1.9.4. Keeping voyage report updated (if applicable)

New
instru.

iFly flight

Pilot
resp.
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1.9.5. Preparing general declarations (for destination aerodrome - if

applicable)

1.9.6. Preparing manual loadsheet for next leg (if applicable)

iFly flight

1.9.7. Preparing information for next leg (for supervisor: fuel numbers,

trip time, alternates, mass and balance information)

1.10. Keeping ATC communication
1.10.1. Changing frequencies
1.10.2. Complying clearances
1.10.3. Receiving any other information

1.11. Manage resources efficiently

Change?
No task
Change?

1.11.1. Planning operations according everyone's competency,

reliability, fatique, etc.
1.11.2. Keeping optimum level of automation

1.11.3. Keeping everyone (crew, ATC etc) appropriately informed

1.11.4. Planning operations according airplane's capabilty and

operability

1.11.5. Keeping airplane and it's systems in appropriate configuration

2. Special situations (supplementary procedures)

2.1. Additional testing of airplane systems (to verify normal operation of

system)
2.1.1. Altimeters (difference)
2.1.2. Window heat system
2.1.3. Wing-body overheat
2.1.4. Fire protection system
2.1.5. Weather radar

2.1.6. Navigation system check (comparison of airplane position

determined by raw data and navigation system)
2.1.7. Other systems

2.2. Using manual mode of pressurization system
2.3. Balancing fuel

2.4. Minimizing impact of adverse weather
2.4.1. Heavy rain
2.4.2. Turbulence
2.4.3. Windshear
2.4.4. Thunderstorms
2.4.5. Lightning strike
2.4.6. Static electricity
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iFly flight
2.5. Recovering airplane to normal flight envelope
2.5.1. Recovering from stall
2.5.2. Recovering from overspeed
2.5.3. Recovering from unusual attitude

2.6. Informing passengers about special events
2.6.1. Encountering turbulence (to fasten seatbelts)
2.6.2. Diverting to alternate aerodrome
2.6.3. Other special events

2.7. Helping other aircraft (distress calls)

2.8. Communicating with dispatch and/or maintenance (technical
issues)

2.9. Minimizing impact of inoperative airplane systems
2.9.2. Taking account of in-flight malfunctions

2.10 Minimizing impact of loss of ATC communication

2.10.1. Following the communication failure procedures
2.10.2. Finding out the reason of communication failure
2.10.3. Trying to establish communication by alternate means

2.11 Correcting flight path to avoid conflict situations

2.11.1. Avoiding restricted airspace
2.11.2. Avoiding other traffic (e.g. reducing vertical speed to avoid
TCAS warning)

3. Abnormal and emergency situations

3.1. Correcting situation conditioned of non-normal oper ation of
airplane systems
Solving non-normal situations related with...
3.1.1. ...airplane structural damage (doors, windows, body)
3.1.2. ...air systems
3.1.3. ...anti-icing systems
3.1.4. ...automatic flight
3.1.5. ...communication systems

3.1.6. ...electrical systems
3.1.7. ...powerplants (engines and APU)
3.1.8. ...fire protection systems
3.1.9. ...flight controls
3.1.10. ...flight instruments and displays
3.1.11. ...navigation systems
3.1.12. ...fuel systems
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iFly flight
3.1.13. ...hydraulic systems
3.1.14. ...landing gear
3.1.15. ...warning systems

3.2. Correcting situation to avoid collision
3.2.1. Manoeuvring to avoid collision with other airplane
3.2.2. Manoeuvring to avoid terrain

3.3. Minimizing the outcome of medical emergency
3.2.1. Passenger health problems
3.2.2. Crew member incapacitation

3.4. Solving the situation caused by external threat
3.4.1. Hijacking
3.4.2. Bomb warning

3.5. Correcting any other abnormal or emergency situatio n
Notes:

Tasks that remain unchanged or largely unchangédyirilight are printed in black.
Tasks changing in iFly flight are printed in gray.
Filled cells in “iFly flight” column have commenkzlow.

Explanations and abbreviations used in the coluifdly flight”:
No task— this task is missing in iFly flight, no replacem
Pilot resp. — substantial change in responsibility, pilot (quit crew) is responsible
Change?- responsibility is changing, but not clear y&twh
New instru. — new instruments will influence the essence eftdsk
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